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We use a validated conceptual multiple-choice survey instrument focusing on thermodynamic processes
and the first and second laws of thermodynamics at the level of introductory physics to investigate the
problem-property dependence of introductory and advanced student responses to introductory thermo-
dynamics problems after traditional lecture-based instruction. The survey instrument has qualitative
problems involving the same concepts across multiple problems related to internal energy, work, heat
transfer, and entropy. The concepts for which we investigated problem-property dependence include,
among others, (i) internal energy and entropy are state variables while work and heat transfer are path-
dependent variables, (ii) internal energy is proportional to the absolute temperature for an ideal gas,
(iii) work corresponds to the (signed) area under the curve on a PV (pressure-volume) diagram, and
(iv) internal energy is constant but entropy increases in isolated systems undergoing spontaneous and
irreversible processes. This study used survey data from over 1000 college students in introductory-level
algebra-based and calculus-based physics courses as well as upper-level thermodynamics courses; the
survey was administered after traditional instruction in relevant concepts for each group. Think-aloud
interviews were carried out to gain additional insight into students’ thinking as they responded to the survey
problems. For concepts related to internal energy, heat transfer, and work, student responses for different
concepts investigated often showed strong problem-property dependence, but advanced students, as a
group, generally performed better than introductory students across different problems. For entropy
concepts, introductory students consistently performed poorly across problem types, reflecting a persistent
belief in the constancy of entropy. By contrast, upper-level students struggled consistently in cases where
entropy was not increasing (e.g., net entropy change in a cyclic process). Our systematic investigation of
problem-property dependence of student responses is novel for thermodynamics, made possible by the use
of a survey that includes multiple varied problem scenarios involving the same underlying concept. In
addition to yielding many previously unreported results regarding problem-property dependence in
thermodynamics, our work confirms and extends, to new problem settings and student groups, findings
previously reported through the study of more limited problem settings and student groups.
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I. INTRODUCTION AND GOALS

A. Overview

Physics is a discipline that is devoted to explaining
diverse physical phenomena using just a few basic physics
principles. To learn physics effectively and to develop
expertise, it is essential to unpack the underlying meaning
of the abstract principles and concepts and recognize their
applicability in diverse situations [1–4]. Research shows
that identifying and applying relevant physics principles

and concepts to a broad array of diverse problems is an
important hallmark of expertise in physics. Physics courses
focus on helping students learn to discern the deep
similarities between problems that share the same under-
lying physics principle, but which have different surface
features, employ different representations, or utilize differ-
ent physical scenarios.
Transfer of knowledge refers to the application of

knowledge and skills learned in a particular setting to
other settings that might differ substantially [5–9]. This
transfer could include the learning of a concept by using a
particular problem type (such as learning Newton’s second
law using a graphical representation) and applying it
correctly to a completely different problem type (such as
one using a mathematical/verbal representation). However,
challenges of transfer may be revealed even when problems
using the same representation (for example, graphical
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problems) differ only in the quantities being represented
(such as whether a position-time or a velocity-time graph is
involved). More broadly, we may say that distinctions
among diverse problems that may influence students’
performance involve different problem “properties.”
Dual-process theories of reasoning (discussed further
below) offer one approach to understanding how different
modes of cognitive processing (primarily, fast and “intui-
tive” vs slow and “analytical”) can underlie some aspects of
problem-property dependence of students’ performance on
physics problems.
In this study, we define a “concept” as the physics

principle needed to solve a problem. For example, a student
may need to use concepts such as the first law of
thermodynamics or the pressure or temperature dependence
in the ideal gas law. The “properties” of a problem include
the specific scenario or physical setting of that problem and
all of its specific characteristics. For example, two similar
—yet distinct—problems may involve two isothermal
processes on a PV (pressure-volume) diagram that differ
only in whether the volume increases or decreases.
Alternatively, one problem might involve an isothermal
expansion and the other an adiabatic expansion. The
difference might only lie in the specific task presented to
the student, e.g., calculate work done or calculate heat
transferred. In the next paragraph, we provide a more
complete definition of this terminology.
Individual physics problems, even those intended to

assess thinking on a single, very specific physics concept,
may differ from each other in many ways. In thermody-
namics, those differences may include the physical setting
or scenario of the problem, the nature of the process or
processes involved (e.g., isothermal or adiabatic), whether
or not the problem includes a PV diagram, the specific
design features of that PV diagram, whether parameters
such as temperature, pressure, and volume are increasing or
decreasing, the specific thermodynamic quantities that
students are asked to calculate, and innumerable other
characteristics. In this paper, we use the term properties to
refer to the complete set of characteristics belonging to a
specific problem, including its physical setting and sce-
nario. (An example of a physical setting is a container of
ideal gas in thermal contact with a thermal reservoir. An
example of a scenario is the compression of that ideal gas
by a frictionless piston.) So, for example, we use three
ideal-gas problems to assess understanding of the propor-
tionality between temperature and internal energy: one
involves an isochoric process in which the temperature
increases, the second an isobaric compression, and a third
problem includes both an adiabatic compression and an
isochoric process in which the temperature increases. We
refer to these three problems as having different properties.
To the expert, the characteristics distinguishing these
problems from each other might all be called “surface
features” since the very same physics concept may readily

be applied to solve all of them. In cases where such surface
features draw immediate attention and cue unproductive
lines of reasoning, they may be termed “salient distracting
features.” (We discuss this further below.) It is important to
emphasize that there are no hard and fast dividing lines
distinguishing “features,” “tasks,” “settings,” “scenarios,”
“characteristics,” or “properties,” but for convenience, we
use properties here as the most general term that is intended
to encompass all the others.
Past research has shown that experts and novices tend to

classify physics problems differently [10,11]. Problems that
novice students, who are developing expertise in physics,
consider as similar due to surface features may involve very
different physics principles and concepts, requiring quite
different approaches to solve correctly. By contrast, experts
may group problems together because the same physics
principle or concept can be used to solve them. For
example, a study on the categorization of introductory
mechanics problems [10] based upon similarity of solutions
indicates that, while experts are likely to place two
problems in different categories because the best or most
straightforward solutions involve different physics princi-
ples (e.g., energy conservation and Newton’s second law),
novice students may group the same two problems together
because—they say—they both involve a pulley with
hanging blocks. The findings suggest that novices are
more likely to be distracted by surface features of problems,
often leading them to choose unproductive solution path-
ways. A notorious example of this is Newton’s third law:
students may learn that two objects of different mass in
contact with each other exert equal-magnitude forces on
each other, but if friction is added to the problem or if the
objects are changing speed, students often lose sight of the
key governing principle.
Helping students recognize the applicability of the

physics principles and concepts they have learned and
use them correctly in different physical settings is an
important goal of physics education for science and
engineering students. For that reason, many research
studies have investigated students’ ability to apply their
knowledge to diverse problems that differ from each other
in some of their specific properties [12–15]. Cognitive
theory suggests that transfer can be difficult, especially if
the source (from which the concept was learned) and the
target (a problem at hand to which the concept is to be
applied) do not share similar surface features, that is, the
problems have different properties. The source may incor-
porate, for example, a specific physical scenario such as the
free expansion of an ideal gas, while the target may involve
a very different scenario (such as heat transfer between two
objects at different temperatures). The failure to appropri-
ately transfer knowledge can often be attributed to the fact
that the knowledge may be encoded in long-term memory
(LTM) with the setting in which it was learned, and the
features of the target problem may not lead to accessing
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relevant resources in LTM even though the two problems
share deep features [1,16].
Research shows that both the robustness of the students’

knowledge structure and the specific setting in which the
student originally acquired the knowledge can affect a
student’s ability to apply knowledge flexibly across differ-
ent problem types [10–13,17–19]. For this reason, prior
studies have used various scaffolding mechanisms to assist
students in learning to transfer their knowledge effectively
[20,21]. For example, using isomorphic (similar structure)
problems and analogical reasoning can help students link
problems that involve the same underlying principles and
concepts [20–24]. Isomorphic problems have the same
underlying principles or concepts but have different surface
features; students may not easily recognize the relationship
between them due to their different features. To improve
transfer of knowledge, it is important to help students
contemplate the applicability of the same physics principles
and concepts in different physical settings and learn to
decontextualize knowledge and store it in their LTM at a
more abstract level [1].
One test of the robustness of students’ knowledge and

their ability to access and apply it in different settings is to
present them with a variety of problems that are all focused
on the same physics concept and yet differ in the physical
setting or scenario and/or other characteristic properties in
which they are set. If students are successful in solving all
of the problems regardless of their differing characteristic
properties, a plausible inference might be that instruction
on that topic was relatively successful. By contrast, if
students are successful with some problem settings and not
with others, one might infer that instruction was insufficient
to enable students to overlook superficial differences when
attempting to access and apply concepts that they have

studied. In the latter situation, an understanding of the
specific problem properties that led to student difficulties
and the specific reasons for those difficulties can be
extremely helpful both to instructors and to curriculum
developers who seek to improve the effectiveness of
instruction on these topics.

B. Impact of diverse problem properties on student
performance in thermodynamics

Here we discuss an investigation of how consistently and
correctly introductory and upper-level students access and
apply their knowledge about thermodynamic concepts to
tasks incorporating diverse problem properties. We
employed a validated 78-item conceptual multiple-choice
survey administered to students after traditional lecture-
based instruction in relevant content. The full set of 13
concepts on which we focused can be found in Table I; some
examples are (i) internal energy (E) and entropy (S) are state
variables; (ii) work (W) and heat transfer (Q) are path-
dependent variables; and (iii) internal energy is proportional
to the absolute temperature (T) for an ideal gas.
The reason we chose to investigate performance on

problems involving these particular concepts is that they are
important learning goals in typical introductory physics
courses and they each have a fairly narrow focus. That is,
they can be clearly and succinctly stated, and problems can
be posed (as in the survey instrument used) where the
solution depends rather narrowly on one concept alone,
without the simultaneous involvement of other concepts.
By studying student responses to problems with diverse
properties, we can gain a better assessment of students’
expertise regarding those concepts after traditional lecture-
based instruction. Multiple survey problems framed within

TABLE I. List of 13 concepts relating to thermodynamic variables on which we focus in this study. The table also lists the survey items
related to each of the 13 concepts.

Item No. Concepts

33, 34, 69 1. E is proportional to T for an ideal gas
13, 23, 50, 72 2. ΔE ¼ 0 for an isolated system undergoing a spontaneous process
6, 25, 47 3. E is a state variable (also implying ΔE ¼ 0 for a system undergoing a cyclic process)
61, 65 4. ΔE ¼ 0 for an isothermal expansion
2, 33, 34, 44, 45 5. The sign of ΔE for an ideal gas undergoing isochoric, isobaric, and adiabatic processes

is determined by whether pressure and/or volume are increasing
22, 49, 71 6. W ¼ 0 when there is no net system expansion against a movable boundary wall
7, 10, 42, 43, 57, 58, 59 7. W may be interpreted as the (signed) area under the curve in a PV diagram
3, 62 8. W is positive for an expansion whether adiabatic or isothermal
4, 32, 60 9. In a reversible isothermal process, Q ≠ 0 and the sign of Q is determined

by whether volume is increasing or decreasing
9, 12, 26, 30 10. Q is a path-dependent variable
17, 21, 53, 67, 75 11. Entropy of the universe increases in a spontaneous/irreversible process
8, 24 12. ΔS ¼ 0 for a system undergoing a cyclic process
5, 63 13. The sign of ΔS for a system undergoing a reversible isothermal process is determined

by whether the volume is increasing or decreasing
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different scenarios or differing in type or surface features
were thus used to investigate student thinking regarding
each targeted concept, as represented schematically in
Fig. 1. (We emphasize that this schematic is purely
illustrative and does not exactly model any of our actual
problem sets.) We note that if students in a particular group
(e.g., those enrolled in calculus-based introductory courses)
consistently perform well on problems with diverse proper-
ties involving a particular thermodynamic concept, e.g.,
that entropy is a state function, it could indicate a high level
of expertise regarding that concept within that population.
On the other hand, if students in a particular group
consistently perform poorly on problems regarding a
specific concept even when the problems have distinctly
different properties, it could indicate that they have a weak
ability to invoke and apply that concept in practice. If they
perform poorly with some problem properties but well in
others for the same concept, it may be a sign of the presence
of alternative conceptions and/or distracting surface fea-
tures in cases in which they perform poorly.
It is important to note that no prior educational research

related to E, W, Q, and S concepts has investigated the
dependence of student responses on problem properties in a
systematic manner. Prior studies have mainly focused on
student performance on a single or perhaps two different
problems targeting the same concept involving the same
thermodynamic variable. By contrast, our survey instru-
ment has many problems involving the same concept posed
within three, four, or more problems differing in type,
representation, setting, task, or other properties.
As a specific example, one concept that instructors want

their students to learn is that during all spontaneous and
irreversible processes, the entropy of the universe
increases. In the STPFaSL-Long, this concept is applied
in five different problem settings: (i) heat transfer between
two solids in contact; (ii) heat transfer between two gases in
contact; (iii) free expansion of a gas; (iv) mixing of two
noninteracting gases; and (v) an irreversible isochoric

process. The answer options (increases, decreases, remains
the same, not enough information) are similar or identical
to each other from problem to problem and do not embed
within them any “hidden” alternative conceptions. This
allows us to compare the relative difficulty of different
problem settings for the same concept, that is, which were
“easier” and which were “harder” for the students to answer.
Moreover, we use interview data to gain insight into some of
the specific reasons that students found these problem
settings to be easier or harder. Information regarding par-
ticularly difficult problem settings and the reasons students
find them difficult (or easy) can be valuable for instructors,
curriculum developers, and researchers.
Knowledge of the dependence of student performance on

specific problem properties can be extremely valuable for
planning effective instruction and for developing well-
targeted curricular materials. And yet, as valuable as it may
be, it is rarely the target of systematic investigation
precisely because it is challenging and time consuming
to study, requiring as it does the use of a large set of
problems having diverse properties yet focused on the same
concepts. An example of a potentially important outcome
of such an investigation is the finding of a problem setting
or scenario that offers particular challenges to a particular
student group—even if the underlying concept was suc-
cessfully applied in other settings. This type of finding is a
high-confidence indicator that additional instructional
focus and research-based curricula may be required to
address these special challenges to students’ thinking. Also,
if a particular student group consistently performs poorly
across different problem types targeting a particular con-
cept, it may indicate that the concept is particularly
challenging for that student group. It may be that there
are alternative conceptions and/or failures to integrate and
apply key ideas that are impacting student performance
independent of the problem type. We also note that since all
upper-level students were once introductory students, the
consistency with which they solve introductory problems

FIG. 1. For one specific concept, student performance across different problems is compared. In this illustrative model, two different
diagrams and two different thermodynamic processes are used in various combinations while all other problem properties remain
unchanged.
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involving a particular concept across various problem types
can be an indicator of concepts that pose particularly
persistent difficulties for student learners at all levels.
Combined with information about solution methods and
reasoning pathways typically employed by introductory
students after traditional instruction, these data obtained
from upper-level students can provide insights into the
learning process that are potentially helpful to instructors
and researchers.
Investigations of student difficulties do not generally

focus on the dependence of student responses on specific
problem properties nor on whether or to what degree
students are consistently invoking and applying their
knowledge across many diverse problem types. This
limited focus—understandable from a practical researcher’s
standpoint—can potentially lead to significant gaps in our
understanding of students’ thinking. For example, a
common difficulty previously reported by researchers is
the student idea that temperature and internal energy of the
system do not change in an adiabatic process. When
investigating with a specific focus on problem properties,
we compare student performance on a group of problems
that all focus on change in internal energy. However, we use
one problem that deals solely with an adiabatic process and
another that includes both adiabatic and isochoric proc-
esses. This broader focus allowed us to show that students’
thinking regarding changes in internal energy in adiabatic
processes was not consistent and was in fact distinctly
dependent on problem properties, offering a fresh perspec-
tive on this aspect of students’ reasoning along with clues as
to possible productive directions for further research on this
topic (see discussion in Sec. III A).
Although prior research suggests that both introductory

and upper-level students face many difficulties with intro-
ductory thermodynamics concepts, e.g., see Refs. [25–69],
the focus of this paper is not on student difficulties.
(Detailed analyses of student difficulties on problems in
the STPFaSL-Long are provided in two other papers; see
Refs. [65,68].) Our focus here is specifically on the
dependence of students’ problem responses on problem
properties. We explore both the presence and the nature of
problem properties that impact students’ problem solving,
either positively or negatively. That is, the effects of this
impact may either interfere with or aid students’ ability to
solve thermodynamics problems. For example, other
research has shown that apparent inconsistencies in stu-
dents’ ability to apply ideas across problems with varied
problem properties may sometimes be explained by the
presence of salient distracting features. Salient distracting
features (SDFs) are features (or properties) of a task that
draw immediate attention away from other task features,
are processed easily and rapidly, and cue unproductive lines
of reasoning [67]. In addition to SDFs, we explore problem
features that are not distracting and, in fact, seem to cue
potentially productive reasoning pathways. (These might

be called “salient productive features” if they draw imme-
diate attention, although that terminology is not apparently
in use.) Alternatively, some problem properties may draw
immediate attention and yet cue lengthy reasoning chains
that sometimes turn out to be productive; we examine these
cases as well. The framework of dual-process theories of
reasoning may offer additional insight into this process by
illuminating differences between rapid and intuitive rea-
soning pathways on the one hand, and slow, deliberate, and
analytical reasoning pathways on the other, thus shedding
light on how the use of particular pathways cued by various
problem features may influence students’ ability to choose
correct answers with consistency [66,67]. Although we do
not explore those specific issues here, they do offer a
potentially important direction for future research in
this area.

C. Research questions

As noted above, there are many factors that can affect
students’ ability to access and apply relevant knowledge
consistently across different problem types for the same
concept. These factors include (but are not limited to) the
setting in which the concept was learned, how similar the
surface features of the different problems are to those of
the problems they have solved in the past, and whether
certain properties of the problems involving different
settings act as distractors. Our research questions are as
follows:

RQ1: For each thermodynamics concept that we inves-
tigated (see Table I), to what extent are the responses
of introductory and upper-level student dependent on
the specific properties of the problems?

RQ2: How do the problem-property dependences of
introductory and upper-level student performance on
conceptual problems involving thermodynamic vari-
ables differ from each other?

RQ3: In cases where problem-property dependence
exists, what specific problem properties can be iden-
tified as either “distracting” or “potentially produc-
tive” for one or more student groups, and what is the
nature of their influence?

To put these research questions into perspective, we
point out that by including many target concepts previously
explored in research, we are in effect performing a
validation and consistency check on many previously
published findings. By investigating whether, to what
degree, and how exactly different student groups’ responses
depend on the specific setting, diagram features, task, and
other properties of ordinary test problems, we are able to
confirm, disconfirm, or add nuance to previous findings
and generalize them—or restrict them—to specific student
groups (in particular, upper level, calculus-based, or alge-
bra-based physics students). That is, we are not merely
searching for the existence of problem-property depend-
ences. Rather, we are investigating the specific nature of
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those dependences in detail and applying our results both to
broaden perspective on previously reported findings and to
reveal new, previously unreported aspects of students’
thinking in thermodynamics.

II. ANALYTIC FRAMEWORK AND
METHODOLOGY

A. Analytic framework

Our approach in this paper is basically empirical, while
at the same time acknowledging consistency with and
relevance to both transfer theory and dual-process theories
of reasoning. Figure 2 shows the analytic framework we
used to investigate the problem-property dependence of
students’ performance on problems related to each indi-
vidual thermodynamic concept. First, we analyzed the
correct-response rates on all multiple-choice problems
related to a given concept. For survey items with four
answer choices, purely random guessing would correspond
to 25% of students answering correctly; very few of our
survey problems had correct-response rates close to that
random-guessing range. However, there are distinctions
between purely random guessing based on complete
ignorance of a topic—which might lead to a 25% cor-
rect-response rate—and so-called “educated guessing”

based on partial or imperfect knowledge, which would
be expected to yield significantly higher rates of correct
responses that are nonetheless well below 100%. (Calling
this practice educated “guessing” seems somewhat pejo-
rative, and a better term might be “educated reasoning.” In
any case we are merely referring here to the typical mental
process students undertake to solve challenging problems.)
However, educated guessing—in contrast to firm under-
standing—is relatively unreliable and inconsistent, often
leading in practice to good performance on some problems
and weaker performance on related problems that may have
different settings, scenarios, tasks, diagrams, or other
properties. For that reason, significant differences in
correct-response rates on closely related problems are a
good indicator of “fragile” student conceptual understand-
ing that is associated with attempts to solve problems with
imperfect knowledge.
In cases where over 75% of students gave correct

responses on all problems within a concept group, we
concluded that most students had conceptual understanding
that was adequate to be applied accurately to a diversity of
problems. If correct-response rates on problems within a
concept group did not differ significantly from each other,
even if they were below 75%, we concluded that students’

FIG. 2. Analytic framework used to determine whether and why a concept shows problem-property dependence in student responses
across different problems.
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performance was not substantially influenced by problem
properties. If, for a given concept, there was a significant
performance difference across different problems (on
problems with the same number of answer options), we
concluded that students’ performance was probably influ-
enced by problem properties.
In a sense, the goal of this paper is to uncover and

elucidate some of the mental dynamics associated with the
type of educated reasoning process described above. We
uncover its presence by analyzing differences in correct-
response rates (“performances”) on problems that are
focused on the same concept and which—to the expert
—appear essentially identical. In those cases, we endeavor
to identify the specific problem properties that either aid or
detract from students’ performance. One of the tools we use
for this is to check response rates on incorrect answer
options to see if there are any significant differences. We
also carefully compare performance statistics with inter-
view data to see if students’ explanations help account for
performance differences. (We note that even in cases where
the correct-response rates for different problems are the
same or only marginally different, there may still be
problem-property dependence present that is reflected in
varied response rates on incorrect-answer options. We
explicitly address this possibility in the Results section
in cases where it was relevant.)
A more detailed analysis of the dynamics of these

reasoning processes is provided within the framework of
dual-process theories of reasoning, as referenced above.
Certain problem properties may cue rapid, intuitive think-
ing processes that can lead to erroneous, yet persuasive
conclusions. Other properties may aid students in carrying
out the slower, more deliberate, and generally more
accurate reasoning processes that can test or replace
conclusions arrived at through the rapid processes.
However, we also found in certain cases that specific
problem properties actually seemed to cue a slower and
more deliberative reasoning process that was consistently
inaccurate and unproductive; we take special note of these
cases in the Results and Summary. We must leave it to
future investigations to analyze in more detail the dynamics
of the influential problem properties identified in the
Results section, since our own data are not fully adequate
for that task.
For a specific concept, e.g., E is proportional to T for an

ideal gas, students in our survey had to invoke and apply
their knowledge to problems with differing properties
involving isothermal, isochoric, adiabatic, and other proc-
esses. Comparison of how well and how consistently
students performed on problems involving the same con-
cept that nonetheless differed in their specific properties
provided insight into the level of student expertise and the
possible presence or absence of salient distracting features.
The problem types we employ to probe student thinking on
specific concepts are diverse, yet not exceedingly broad.

They do not involve just any problem related to, e.g.,
internal energy E, but just a small group of relatively simple
processes (commonly encountered in introductory thermo-
dynamics) for which the answers—if one understands and
can apply the concept—should be relatively easy to
determine. The focus on performance across diverse
problems provides valuable perspectives that complement
the focus on student difficulties.
We applied the analytic framework, shown in Fig. 2, to

the 13 concepts selected for this investigation. The
approach for selecting the concepts involved the following:
• Must be important concepts typically discussed in
introductory physics courses and related to specific
thermodynamic variables.

• Must be directly relevant to more than one problem on
the survey instrument.

• Must be very narrowly defined, such that a simple
one-sentence statement (such as those in Table I) can
encompass the relevant concept that is—in principle
—necessary and sufficient to solve a particular set of
problems.

The specific choice of concepts, aside from the criteria
described above, relies on the typical learning goals of
many experienced instructors instead of, e.g., classical test
theory or factor analysis. (A future factor analysis might
indeed be of interest but is not part of the present
investigation.) As outlined in our previous papers
[31,64,70], we have engaged in prolonged and extended
discussions with thermodynamics instructors to determine
the optimum choice of appropriate survey topics, and it is
the results of those discussions that led to the final version
of the survey instrument employed in this investigation.
Our discussion of results involving thermodynamic

concepts related to various thermodynamic variables are
grouped together by variable; that is, there is an “internal
energy” group, an “entropy” group, and so on. This
organization facilitates the comparison of problem-prop-
erty dependence for different concepts related to that
variable. The variables themselves are discussed in
sequence. We first examine students’ responses to problems
involving various concepts related to internal energy, each
concept treated one by one under the “Energy” heading. We
then move on to the variable of work, then heat, and then
entropy. As noted, in this investigation, the concepts
targeted included the state-variable nature of internal
energy and entropy and the path-dependent nature of work
and heat transfer, as well as several others; all targeted
concepts are enumerated in Table I.

B. STPFaSL-Long instrument and data collection

The Survey of Thermodynamic Processes and First and
Second Laws-Long (STPFaSL-Long), a validated survey
instrument with 78 problems, was used in this research.
This instrument focuses on introductory thermodynamics
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concepts, e.g., the first and second laws of thermodynamics
applied to thermodynamic variables (such as internal
energy, work, heat transfer, and entropy) in the setting
of different thermodynamic processes (e.g., isothermal,
isochoric, isobaric, and adiabatic), as well as on sponta-
neous and irreversible processes such as free expansion and
mixing of gases. The details of the development and
validation of the STPFaSL-Long survey instrument can
be found in Ref. [70] and the survey itself can be found in
the supplemental materials of Ref. [70] and on PhysPort
[71]. Most problems on the survey have four possible
answer choices, including “not enough information.”
Problems that deal with entropy and internal energy
typically include answer options of increases, decreases,
and remains the same, while those dealing with work
include instead positive, negative, and zero. Out of 78 total
items, 22 are true or false (T=F) questions. We note that
there are a total of 19 problem scenarios across the 78
problems, and these 19 scenarios have wording identical to
those used in our STPFaSL-Short survey instrument, which
contains 33 problems; see Ref. [31]. Students are able to
complete either version of the survey (short or long) in one
50-min class period. The difference between the long and
short versions is only in the multiple-choice questions. In
the long version used here, each problem asks only about
one thermodynamic variable at a time (e.g., internal energy,
work, or entropy) while in the short version, each problem
asks about more than one variable at a time, making it
difficult to disentangle and understand student thinking
about each thermodynamic variable separately. Some of the
problems in the short version also have common alternative
conceptions embedded in the answer options provided,
unlike the long version. (For example, one “Short” answer
option is “W is equal for both processes because the final
and initial volumes are the same.”)
This investigation of the problem-property dependence

of student responses uses data from surveys administered
after traditional lecture-based instruction (as post-tests).
The written data analyzed here were taken by administering
the survey in proctored in-person classes as a post-test after
students had studied the relevant concepts but before their
final exam in the course. The data are from ten different in-
person courses from four different large public institutions.
(Two additional classes provided pretest-only data, not
discussed in this paper.) All students completed the
STPFaSL-Long survey in class on Scantrons in a 50-min
class period if they took the full survey. For validation
purposes, the survey was split into two parts, and some
instructors of the introductory courses administered only
one part of the split survey to their students, using only half
of the class period. There were 48 questions in one part and
52 questions in the other part; 22 items were common
between the two parts. (These 22 common items were the
last 22 questions in the part with 48 questions and the first
22 questions in the part with 52 questions.) As discussed in

the validation paper [70], the performances of students who
were administered the two versions of the common 22
questions were similar (e.g., 58.5% vs 58.8% for calculus
based), providing further evidence of the reliability of the
survey. Also, the performances of these students on 48 or
52 questions were 57.6% and 55.0%, respectively, showing
that the first and second halves of the survey are relatively
comparable in difficulty.
Class instruction on relevant topics lasted between 2 and

4 weeks. (We note that prior research has shown that greater
amounts of time to cover the material in class using
traditional instruction have not translated into better student
performance [31], and so minor differences in time-on-
topic in the different courses are not considered signifi-
cant.) Students were given some extra credit for completing
the survey. We discuss the analysis of problem-property
dependence in the written data from three groups of
students: 550 students in the introductory algebra-based
(Int-alg) physics course, 492 students in the introductory
calculus-based (Int-calc) physics course, and 89 students in
the upper-level thermodynamics course. (Due to the use of
split halves of the survey, discussed above, not all intro-
ductory students answered each survey item; Table II in the
Supplemental Material provides the actual sample size for
each survey item.) Students in the calculus-based courses
typically were engineering majors with some physics,
chemistry, and math majors, while students in the alge-
bra-based courses were mainly biological science majors
and/or those interested in health-related professions.
Students included in the upper-level group were typically
physics majors in thermodynamics courses or Ph.D. stu-
dents in the first semester of their graduate program who
had not taken any graduate-level thermodynamics course.
Since the survey was administered as a pretest to this latter
group of graduate students, they were presumed to have
taken upper-level undergraduate thermodynamics. When
we separately calculated the means and standard deviations
of the upper-division students (44 students), and graduate
students (45 students), we found that the mean correct
response percentages were 72.1% and 78.8%, respectively,
and their standard deviations were 13.3% and 13.6%,
respectively. Thus, these two groups’ performances were
very similar, and we combined them into one group of 89
students, represented below as the post-test results of
students in “upper-level” thermodynamics.
The interview data are from 11 introductory algebra-

based students and 6 upper-level students from one
institution who volunteered after an opportunity to partici-
pate in this study was announced. Each interview lasted
between 1 and 2 h in one sitting depending upon the
students’ pace. The interviewed students were given $25
for their participation. The interviews used a semistructured
think-aloud protocol. Students were asked to “think aloud”
as they answered the questions and were not disturbed
except for being urged to keep talking if they became quiet.
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Only at the end of the interview were they asked for
clarifications of points they had not made clear.

C. Statistical measures

To determine whether student performance on problems
with different properties was similar or different, statistical
testing was done. We compare results for the same survey
item across different student groups (e.g., item-33 response
rates for the upper-level students and for the introductory
algebra-based physics students) as well as results for
different survey items within the same student group
(e.g., response rates on survey items 33 and 34 for
upper-level students). As with all educational research, it
is important to distinguish between what is statistically
significant and what is pedagogically significant. With
large datasets, it is common for performance differences to
be statistically significant without being meaningfully
different in a pedagogical sense. This is especially true
with our data. To avoid this potentially misleading out-
come, we offer measures of both statistical and pedagogical
significance. We define a pedagogically significant differ-
ence in performance as one in which correct-response rates
differ by at least 10%, roughly corresponding to one letter
grade. We determine statistical significance through the use
of both Cohen’s h and two-sample z-tests for binomial
proportions. In order to call a difference “significant,” we
require both a minimum 10% difference in response rates
and specific values on the statistical tests, as discussed
below.
To measure effect size, we use Cohen’s h, which is a

measure of the difference between proportions [72]. We
compare (in most cases) the proportions of correct
responses on two different individual survey items that
bear on the same concept but incorporate different problem
properties. Cohen’s h does not incorporate sample size in
the calculation; instead, it provides a measure of the
“nonoverlap” of two data samples consisting of sets of
binomial (correct/incorrect) responses, where in our case,
the samples are sets of responses on two different problems.
(We do pairwise comparisons of all problems within a
single problem group, all of which focus on one specific
concept.) A larger effect size (larger value of h) represents a
larger difference in response rates and thus a larger non-
overlap in the datasets. Below, we show the way in which
Cohen’s effect-size criterion is generally consistent with a
10% threshold for pedagogical significance.
(We note that an effect size of 0.5 corresponds approx-

imately to a “non-overlap” of one-third of the combined
population of the two datasets (Table 2.2.1 in Ref [72]). A
loose interpretation in the current context would be that if
the difference in response rates of two problems corre-
sponds to an effect size of 0.5, approximately one-third of
all students respond to one of the problems in a manner that
is incompatible with how they respond to the other
problem.)

Cohen’s h values range between 0 and 3.14, and Cohen
has (somewhat arbitrarily) defined values of h that corre-
spond to “small” (h ¼ 0.2), “medium” (h ¼ 0.5), and
“large” (h ¼ 0.8) effect sizes [72]. When calculating
Cohen’s h for a correct-response rate difference of 10%,
h can take on values in the range 0.20 < h < 0.64, meaning
a small-to-medium effect size. (The specific value of h
corresponding to a 10% difference in response rates will
depend on the absolute values—between 0% and 100%—
of those rates themselves.) As another example, when
comparing survey items with a 15% difference in response
rate, Cohen’s h can take on values in the range
0.30 < h < 0.80, meaning a small-to-large effect size.
We also use z tests of binomial proportions to calculate

the p values for differences in response rates; these values
do depend on sample sizes. In cases where item response
rates differed by 10% or more, we usually found p < 0.05,
also corresponding (as mentioned above) to h > 0.2. A p
value of 0.05 or smaller is often considered an indication of
a statistically significant difference between response rates.
However, a stricter criterion, appropriate when making
many comparisons as we do here, would require p < 0.01
or even p < 0.001 to be considered statistically significant.
For that reason, we require both a minimum response-rate
difference of 10% and p < 0.01 on the z test to call a
difference “significant.” In fact, a substantial majority of
the differences we cite reflect p < 0.001 and these are
indicated explicitly in the text. This criterion is used in
place of a Bonferroni correction, which we consider
excessively strict in this case in view of our application
of two separate significance criteria. We also note that the
smaller sample size of the upper-level group makes it less
likely that 10% response-rate differences in or with that
group would meet the strictest significance criterion. In
certain cases of interest where response-rate differences are
around 10% and 0.01 < p < 0.05, we modify the language
and specify the precise p values.
To summarize, whenever we compare the performance

of students, a 10% difference in correct-response rates
corresponds to—at least—a “small” effect size. We gen-
erally restrict our discussion of differences in student
performance to items (or groups) for which rates differ
by at least 10% with p < 0.01. (In cases where all response
rates in a concept group differ by < 10%, we state that
problem-property dependence is weak or nonexistent.) We
provide a comprehensive set of Cohen’s h and p values in
the Supplemental Material for all pairwise rate comparisons
under each particular concept heading, that is, when
comparing the same survey item across different student
groups and when comparing different survey items within
the same student group.

III. RESULTS AND DISCUSSION

Problem-property dependence of introductory (calculus-
based and algebra-based) and upper-level student responses
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was investigated for problems involving various concepts
related to the change in internal energy of the system (ΔE),
heat transfer (Q), work done by a gas (W), and change in
entropy (ΔS). As noted in Sec. I, one of our research
questions focuses on the extent to which introductory and
advanced student responses are dependent on problem
properties for each specific concept enumerated in
Table I. Our second research question focuses on the extent
to which the problem-property dependences of introductory
and advanced student responses differ from each other for
each of the listed concepts, while our third question
addresses the specific nature and mechanism of those
dependences. We will discuss the results pertaining to all
research questions for each concept below. For conven-
ience, we will refer to the three student groups as Upper-
level, Int-calc, and Int-alg.
Each of the histograms below (with one exception that is

noted) shows the percentages of correct responses given by
upper-level, introductory calculus-based, and algebra-
based physics students on various problems with different
properties, all related to a single concept. (Complete results,
including response rates for all answer options on all
problems, can be found in Ref. [70].) We note that only
if there is a difference of at least 10% with p < 0.01
between two or more problems within a given concept
group, or on the same problem between two different
student groups, will we consider there to be a significant
problem-property dependence. (For example, between
problems 33 and 69 for the Int-calc group or on problem
69 between the upper-level and Int-alg group.) Standard
errors are represented by error bars on the histograms. We
note that for each concept on which we focus, we will only
describe student difficulties briefly and only as they are
relevant for shedding light on the problem-property
dependence of students’ thinking. Extensive details regard-
ing student difficulties found using the STPFaSL-Long
survey are discussed elsewhere [65,68].

A. Problem-property dependence of student responses
for concepts related to ΔE

Problems related to internal energy for which we
investigate problem-property dependence are divided into
four groups, each focusing on one distinct concept. The
four concepts are (i) internal energy E is proportional to
temperature T for an ideal monatomic gas; (ii) ΔE ¼ 0 for
an isolated system undergoing a spontaneous and irrevers-
ible process; (iii) E is a state variable (also implying ΔE ¼
0 for a system undergoing a cyclic process); (iv) ΔE ¼ 0
for an isothermal expansion; and (v) the sign of ΔE for an
ideal gas undergoing isochoric, isobaric, and adiabatic
processes is determined by whether pressure or volume
is increasing. (Examples of (v) are that ΔE > 0 for an
isochoric process in which pressure increases, ΔE > 0 for
an isobaric expansion, and ΔE < 0 for an adiabatic
expansion.).

1. Internal energy E is proportional to temperature T for
an ideal monatomic gas

Problems in the first concept group for which we
investigate problem-property dependence can be answered
by understanding that internal energy E is proportional to
temperature T for an ideal monatomic gas, i.e., E ¼ ð3=2Þ
N kBT (all notations are standard). For these three problems
(problems 33, 34, and 69 on the survey), PV diagrams for
the processes are shown together with the problem state-
ment, and the initial and final temperatures are explicitly
indicated on the diagram. Each problem requires responses
regarding ΔE. The fact that ΔE is directly proportional to
ΔT can be used to solve these problems correctly; when T
increases, ΔE is positive and when T decreases, ΔE is
negative, and ΔE is the same for two processes involving
the same temperature change. Problem 33 involves an
isochoric process in which temperature increases (Process 1
in Fig. 3), while problem 34 involves an isobaric process in
which temperature decreases (Process 2 in Fig. 3); answer
options for those two processes are that internal energy
increases, decreases, remains the same, or there is not
enough information. On problem 69 (Fig. 4), students are
asked to compare ΔE for two processes shown on a PV
diagram that start and end at the same temperatures; these
processes are explicitly identified in the problem statement
as “adiabatic” (Process 1) and “isochoric” (Process 2).
(Since ΔT is the same for both processes, ΔE is the same
as well.)
Figure 5 shows the variation in correct-response rates

across the three problems in a pattern that is consistent
across all three groups and statistically significant for both
introductory groups, implying substantial problem-prop-
erty dependence in student thinking for those groups. In
particular, Fig. 5 shows that problem 33 (involving the
isochoric temperature-increasing Process 1 in Fig. 3) was
the “easiest,” having the highest correct-response rate
(p < 0.001 for the introductory groups), followed by
problem 34 (referring to the isobaric temperature-decreas-
ing Process 2 in Fig. 3), while problem 69 (comparing ΔE
for the explicitly identified adiabatic and isochoric proc-
esses shown in Fig. 4) was the most challenging of the three

FIG. 3. Diagram provided with problems 33 and 34.
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problems (p < 0.001 for all student groups). Although the
upper-level students performed significantly better than the
introductory students on items 34 and 69, many students in
the upper-level group also failed to consistently apply the
concept of proportionality of ΔE and ΔT.
We note that within this problem group, several problem

features may be influencing student thinking, e.g., whether
temperature increases or decreases, the type of process
(adiabatic, isochoric, isobaric), the direction and shape of
the process arrows on the diagram, and whether or not the
type of process is explicitly identified within the problem
statement. However, we have inadequate evidence to pin
down the specific influence of particular problem features
in these cases, as is discussed further below. Additional
research would be needed to disentangle the relative
influence of these properties.
On problem 69 (in which ΔE is the same for both

processes), we found that, for all student groups, many
more students said that internal energy change in the
adiabatic Process 1 was greater than in the isochoric
Process 2, compared to those who said it was less. The
difference was highly significant for the introductory
groups (p < 0.001) and exceeded a 2∶1 ratio for the Int-
alg group. This certainly suggests that either the term
“adiabatic” or the constant-volume nature of Process 2—or
both—had a significant effect on those students’ thinking.
Based on previous reports, and even on responses to

another of our survey items (problem 2; see discussion
in Sec. III A 5 below), one might have expected more
responses consistent with an assumption that internal
energy did not change at all in the adiabatic process, rather
than that it had themost change; however, that was not what
we found. Another feature that may influence students is
the direction (straight upward or curved) of the process
arrow on this problem’s PV diagram. Whatever the reasons
for the variation in correct-response rates, its mere presence
—and substantial magnitude—suggests clearly that many
students, both introductory and upper-level, are not able to
consistently apply the proportionality of ΔE and ΔT for an
ideal gas. Although this finding has been hinted at in
previous research [26], the clear problem-property depend-
ence shown here provides an unambiguous indication to
instructors that extra emphasis may be needed when
discussing this particular topic. Moreover, our specific
findings imply that further investigation is needed to sort
out the relative influence on students’ thinking of various
problem properties, including those identified here. These
results (as do many that follow below) provide a strong
caution that adequately assessing student understanding of
a specific thermodynamics concept such as E-T propor-
tionality may require multiple diverse problems in which
careful attention is paid to the potential influence of specific
problem properties on students’ thinking.
One might ask whether this analysis has identified any

“salient distracting features” among this set of problems.
We cannot definitively answer this question. The fact that,
for example, a significantly larger proportion of students
answered problem 33 correctly than they did problem 34
may be due to one or both of two specific features:
(i) temperature is increasing in problem 33 while it is
decreasing in problem 34; (ii) problem 33 involves an
upward pointing (“zero work”) arrow, while problem 34
involves a sideways-pointing (“negative work”) arrow. Our
interview data suggest that some students were distracted
by trying (unsuccessfully) to analyze the zero-work and
negative-work conditions to arrive at a solution. (Heat
transfer was consistently ignored.) With the limited evi-
dence available to us, the cause of the response-rate
difference remains uncertain.
In problem 69, it is reasonable to speculate that the need

to compare two processes (rather than merely analyze a
single process) is itself a property that tends to cognitively
overburden students and decrease their correct-response
rates. However, we also observed an enormous difference
between those introductory students who (incorrectly)
stated that the adiabatic process had greater internal energy
change compared to those who (incorrectly) stated that it
had the smaller energy change, a result that is somewhat
surprising in view of previous reports that students often
associate adiabatic processes with zero energy change. It is
unclear whether the term “adiabatic” or the different shapes
of the process arrows—or both—acted as salient distracting

FIG. 4. Diagram provided with problem 69.
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FIG. 5. Percentages of correct responses given by upper-level
(Upper), introductory calculus-based (Int-calc), and introductory
algebra-based (Int-alg) physics students on problems related to
ΔE being proportional to ΔT; the three problems 33, 34, and 69
incorporate different thermodynamic processes. The widely
varying correct-response rates for each of the three student
groups (particularly both introductory groups) provide evidence
for problem-property dependence of student understanding.
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features in this problem. However, most of the students who
gave incorrect answers in the interviews were clearly dis-
tracted by attempting to employ work considerations (while
ignoring heat transfer) to arrive at an answer, prompted by the
specific shapes of the process arrows; the volume compres-
sion of the adiabatic process was associated with an energy
change (either positive or negative) while the isochoric
process lacked that volume-change feature. The term “adia-
batic” did not appear to playmuch role in their thinking. This
observation, consistent with the interview data for problems
33and34, does seem to suggest that the shapes and directions
of the process arrows may be significant salient distracting
features, simply because they seem to cue fruitless attempts
to employ work considerations, often ignoring heat transfer.
Note:We present here a more detailed statistical analysis

of Fig. 5 as an example of the analysis we performed on all
other figures discussed in this paper. We use Cohen’s h for
effect sizes and a test of binomial proportions for p values.
For further details, see the Supplemental Material. Note that
the figure itself shows that (i) the mean correct-response
rate for each of the three items within each of the three
groups is separated by around two standard errors, or more,
from the other two means and (ii) the correct-response rates
for the three items differ from each other within each group
by at least 10%.
Int-alg: Correct-response rates on items 33, 34, and 69

are all significantly different from each other, with the three
effect sizes for (i) 34 compared to 33, (ii) 34 compared to
69, and (iii) 33 compared to 69 ranging from 0.57
(medium) to 1.20 (large) with p < 0.001 in all three cases.
Int-calc: Correct-response rates on items 33, 34, and 69 are
all significantly different from each other, with the three
effect sizes ranging from 0.37 to 0.90 and p < 0.001 in all
three cases. Upper: Effect sizes range from 0.20 to 0.52,
with p < 0.05 for the 33=34 and p < 0.001 for the 33=69
comparison. Between-group comparison: The Upper group
performance on items 34 and 69 was 12% or more above
that of both introductory groups (effect size range 0.23–
0.73, p < 0.05 on 34 and p < 0.001 on 69).

2. ΔE=0 for an isolated system undergoing a
spontaneous and irreversible process

The second problem group in Fig. 6 involves the concept
that ΔE ¼ 0 for an isolated system undergoing sponta-
neous and irreversible processes; this group includes
problems 13, 23, 50, and 72. In an isolated system, there
is no outside environment with which to interact, soW ¼ 0,
Q ¼ 0, and ΔE ¼ 0. Within each of the three student
groups, correct-response rates varied substantially from
problem to problem. The performances of the two intro-
ductory groups were comparable to each other, while the
upper-level students performed somewhat better.
Although all four of these problems involve isolated

systems undergoing spontaneous processes within contain-
ers described as “insulated,” their surface features differ

substantially from each other. Problem 23 involves a free
expansion process; an ideal gas initially in one chamber
expands into a second chamber containing a vacuum when
a stopcock is opened. Problem 72 involves two different
noninteracting ideal gases initially in separate chambers,
mixing freely with each other when a stopcock is opened.
The surface features of problems 23 and 72 can be viewed
as similar to each other in that the mixing of two non-
interacting gases can be viewed as somewhat analogous to a
free expansion of a single gas. Indeed, the correct-response
rates for these two problems did not differ significantly from
each other for any group (5% or less). Problems 13 and 50
appear similar to each other in that each involves two
subsystems in thermal contact with each other, allowing
thermal energy transfer between them. Problem 13 involves
two solids at different temperatures in contact with each
other, while problem 50 involves two gases at different
temperatures in similar contact. The magnitude (and signifi-
cance) of the response-rate differences between those prob-
lems varied from group to group. Problems 23 and 72 (free
expansion/mixing) had similar correct-response rates to each
other but were lower than those of problems 13 and 50 for
each student group. The correct-response rate for problem 13
was significantly higher (p < 0.001) than for both problems
23 and 72 for the introductory students. The problem-50 rate
was higher than that of problems 23 and 72 for all student
groups, with varying significance (p < 0.01 for Int-alg, p <
0.05 for upper-level and Int-calc), suggesting at least
marginal significance.
It is notable that students seemed to struggle more on

problems involving free expansion and mixing of gases
(problems 23 and 72) than on problems involving heat
transfer between subsystems at different temperatures
(problems 13 and 50). Our findings thus suggest that
students find it easier in heat-transfer settings, and harder
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FIG. 6. Percentages of correct responses given by upper-level
(Upper), introductory calculus-based (Int-calc), and introductory
algebra-based (Int-alg) physics students on problems related to
ΔE for an isolated system; error bars represent standard errors.
The four problems (13, 50, 23, and 72) involve four different
processes each in a different physical setting. Problems involving
heat transfer between different-temperature solids or gases in
contact (problems 13 and 50) had the highest correct-response
rates, while both free expansion (problem 23) and mixing of two
non-interacting gases (problem 72) had lower correct-response
rates.
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in expansion and mixing settings, to apply the concept that
ΔE ¼ 0 for an isolated system undergoing a spontaneous
and irreversible process. (It is interesting to compare this
finding to results on entropy questions involving these very
same settings, to be discussed later in Sec. III D 1, as the
entropy questions show a distinctly different pattern of
relative difficulty for the identical set of physical scenarios.)
Some evidence regarding the specific reasoning proc-

esses followed by the students is provided through the
interviews. One interviewee who thought, incorrectly, that
internal energy would decrease in problem 72, gave as the
reason “because the work is positive, the internal energy
has decreased,” thus associating positive work with expan-
sion and mixing even when not appropriate to do so due to
the nonquasistatic nature of the process. Another student
stated that there was not enough information to answer
problem 23, saying “Ok, so the internal energy is heat
minus work, so the work is positive. I don’t know what the
heat situation is.” This student did not realize that the freely
expanding gas constituted an isolated system for which
ΔE ¼ 0, and that both heat and work are zero in this case.
We find that the temptation to apply concepts and formulas
that have become familiar to students from settings
involving quasistatic, reversible processes is strong and
frequently misleading when attempting to analyze proc-
esses that are spontaneous and irreversible. This misappli-
cation then leads to a substantial problem-property
dependence in responses to questions involving irreversible
processes, with surface features in those problems therefore
playing a large and inappropriate role in students’ thinking.
In particular, both mixing and free expansion seem to be
particularly challenging settings in which to apply this
concept, apparently because they mislead students into
thinking that work is nonzero in those cases. This particular
distraction does not seem to apply in heat-transfer settings,
suggesting that free expansion and mixing represent salient
distracting features in these situations.

3. E is a state variable (also implying ΔE=0 for a system
undergoing a cyclic process)

Solution of items in the third problem group, shown in
Fig. 7, requires understanding and applying the concept
that internal energy E is a state variable. Specifically, to
answer these problems correctly, students must realize that
E of a system represented by a specific point on a PV
diagram does not depend on the process that led to it. This
group includes problems 6, 25, and 47. Problems 6 and 25
both ask whether ΔE is greater than, less than, or equal to
zero for a system undergoing a complete cyclic process that
is shown on an accompanying PV diagram. (The diagrams
show a counterclockwise process for Problem 6, and a
clockwise process for Problem 25). Question 47 is a true/
false question that asks explicitly whether the value of the
internal energy of a system is determined by the state of the
system or by the process that led to that state. (We note that

since there are only two choices for a T=F question
compared to the other two problems which each have four
choices, correct-response rates cannot directly be compared
with those two problems, even though—as it turns out—all
three percentages are comparable in this case.) Figure 7
shows that each student group was reasonably consistent in
providing correct responses across the different problems.
In particular, Fig. 7 shows that correct-response rates of
students within each student group do not vary significantly
from problem to problem, with a maximum variation
∼10%. (We note that responses on incorrect-answer options
differ by the same small amount, indicating little influence
of surface features on students’ thinking regarding these
problems.) The upper-level students performed somewhat
better than the two introductory student groups, both of
which performed comparably to each other. Specifically,
83–89% of upper-level students gave a correct response on
these problems, while 71%–80% of Int-calc and 69%–80%
of Int-alg students did so.

4. ΔE=0 for an isothermal expansion

The first problem group in Fig. 8 includes two problems
that focus on the internal energy of an ideal gas undergoing
an isothermal expansion. Problems 61 and 65 both ask
whetherE increases, decreases, or does not change for a gas
undergoing an isothermal expansion, but problem 65
included an additional explicit stipulation that the process
was reversible. (No PV diagram is provided in either case.)
The knowledge that needs to be invoked and applied to
solve this problem is an understanding that E is propor-
tional to T for an ideal gas, so E can’t change if T doesn’t
change. Figure 8 shows that students at all levels performed
relatively poorly on these two problems, with less than half
(28%–49%) of the introductory students providing a
correct response; upper-level students did best, and the
Int-alg group did worst. The data also show that explicit
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FIG. 7. Percentages of correct responses given by upper-level
(Upper), introductory calculus-based (Int-calc), and introductory
algebra-based (Int-alg) physics students on problems related to
the state-variable property of E; the three problems 6, 25, and 47
all have different properties. The correct-response rates for the
three problems are similar to each other, thus showing weak
problem-property dependence of student thinking for each
student group. Problem 47, marked by an asterisk (*), is a T/F
problem but shows comparable student performance to problems
6 and 25 which have four choices apiece.
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mention in problem 65 that the isothermal process is
reversible did not appear to significantly impact student
performance for upper-level and Int-calc groups but may
have done so to some extent for the Int-alg group (12%
higher correct-response rate on problem 65; p < 0.001).
Both ΔE > 0 and ΔE < 0 were common incorrect
responses for both problems, but both the upper-level group
and the Int-alg group gave significantly more “increases”
than “decreases” responses on both problems (p ≤ 0.002);
this result strongly suggests that for some student groups at
least, “expansion” tends to cue “increase” even in cases
where a thermodynamic variable is unchanging. In inter-
views, students used work arguments to support both E
increases andE decreases as incorrect responses, generally a
consequence of neglecting to consider heat transfer.
Interview data suggest that a common pathway toward

incorrect reasoning lay in attempting to explicitly solve for
ΔE using the first law of thermodynamics ΔE ¼ Q −W,
even though the problem statements did not include enough
information to do so. For example, on problem 61, a
student who arrived at the incorrect response ΔE < 0 said,
“Ok, so for isothermal…if [the gas] is expanding then I
think the gas is doing work, which means [work] is going to
be positive. And then if there is heat being transferred away
from the gas then that would make the internal energy
probably decrease.” Although the student correctly stated
that W > 0, they mistakenly assumed that there would be
net heat transfer away from the gas. Another student who
gave the ΔE > 0 response for problem 61 said, “Ok, so
isothermal expansion. Internal energy… if the gas is expand-
ing, then I think so the volume would increase, so I think the
internal energy increases.” These responses suggest that
students often were so focused on attempting to apply the
first law of thermodynamics that they failed to realize that the
proportionality between E and T immediately implied that
ΔE ¼ 0 for the isothermal process setting.
Although high error rates on isothermal-process prob-

lems have been noted in prior student difficulties research,

the “first-law focus” explanation for students’ thinking
regarding ΔE in isothermal processes does not appear to
have been reported. The apparent tendency to favor an
(incorrect) “increases” response in the case of an isothermal
expansion also appears to be a new result.

5. The sign of ΔE for an ideal gas undergoing isochoric,
isobaric, and adiabatic processes is determined by
whether pressure and/or volume are increasing

We consider the three types of processes individually.
(i) ΔE > 0 for an isochoric process in which pressure

increases: The second problem group in Fig. 8
focuses on the internal energy of an ideal gas
undergoing an isochoric process in which pressure
increases; this group includes problems 33 and 44.
We note that the processes in problems 33 (Fig. 3,
temperatures shown explicitly) and 44 (Fig. 9, no
temperatures shown) were both depicted on PV
diagrams. Both problems 33 and 44 refer to iso-
choric processes represented by upward-pointing
arrows, thus implying (from PV ¼ NkBT) that
ΔT > 0 and therefore ΔE > 0. The PV diagram
for problem 33 explicitly shows the temperatures
associated with the initial and final states of the
process, information that is absent from the problem
44 diagram; compare Figs. 3 and 9. Figure 8 shows
that Int-alg students found problem 33 (temperatures
shown) to be easier than problem 44 (temperatures
absent). It is notable that the Int-alg students did
significantly worse on problem 44 (p < 0.001),
suggesting that the lack of temperature information
was particularly troublesome for them (in contrast to
the Int-calc and upper-level students). For both
problems, ΔE ¼ 0 was the most common incorrect
response. In the interviews, some students focused
only on the fact that W ¼ 0 in an isochoric process
and concluded that this impliesΔE ¼ 0, thus ignoring
the role of heat transfer Q. The focus on W while
ignoring Q is similar to the reasoning patterns we
noted above for other ΔE problems. Similar obser-
vations of students restricting their reasoning to only
two of three relevant thermodynamic variables have
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FIG. 8. Percentages of correct responses given by upper-level,
introductory calculus-based (Int-calc), and introductory algebra-
based (Int-alg) physics students on problems related to ΔE for
various thermodynamic processes, including problems 61 and 65
(isothermal), 33 and 44 (isochoric), 34 and 45 (isobaric) and 2
(adiabatic). The widely varying correct-response rates for each
student group provide evidence for problem-property dependence
of student performance.

FIG. 9. Diagram provided with problems 40–45.
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been reported in prior student difficulties research
[29,33].

(ii) The sign ofΔE for an isobaric process is determined
by whether the volume is increasing or decreasing:
The third problem group in Fig. 8 focuses on the
internal energy of an ideal gas undergoing an
isobaric process; this group includes problems 34
and 45. The PV diagram in problem 34 shows a
volume compression and explicitly indicates both
final and initial temperatures, the temperature de-
crease thus implying that ΔE < 0. By contrast, the
diagram for problem 45 depicts an expansion, thus
implying (from PV ¼ NkBT) that ΔT > 0 and
therefore ΔE > 0, although it omits any explicit
indications of temperature. For both problems, the
use of the ideal gas proportionality between E and T
leads to the correct answer. Figure 8 shows that
problem 34 (temperatures shown) is significantly
less challenging than problem 45 for the introduc-
tory student groups (p < 0.001). Interviews sug-
gested that faulty reasoning regarding work was
more prevalent on problem 45, but it is not clear
whether this was due to the temperatures not being
shown or because the volume was increasing. It is
notable that upper-level performance on the two
problems was essentially identical. Generally, stu-
dents were more likely to get the sign of ΔE wrong
than state that ΔE ¼ 0 (although ΔE ¼ 0 was also a
common response).
Among the students interviewed, most of those

who provided incorrect responses on problem 34
ignored the fact that the final temperature on the PV
diagram was lower than the initial temperature.
Instead, they claimed that since the compression
implied that the work done by the system was
negative,ΔEmust be greater than zero. They simply
did not account for heat transfer, another example of
ignoring a crucial variable. Similarly, for problem
45, seven of the nine interviewees providing in-
correct responses stated that ΔE < 0 because the
work done by the system was positive, again
ignoring the role of heat transfer. In that sense,
most of the interviewees who provided incorrect
responses to these two problems had consistent
incorrect reasoning that ignored the essential vari-
ableQ. As noted, correct-response rates were higher
on problem 34. Since the temperatures of the initial
and final states were provided explicitly in problem
34, fewer students may have been misled to ignore
heat transfer in that problem. However, those who
focused on the first law in the interviews indeed
were misled, as they often only considered W and
ignored Q.

(iii) ΔE < 0 for an adiabatic expansion: Problem 2 asks
about the internal energy of a gas undergoing “a

reversible adiabatic expansion process”; no diagram
is provided. The correct response is ΔE < 0 because
positive work is done by the system and Q ¼ 0, so
ΔE ¼ Q −W < 0. Figure 8 shows that only 54% of
upper-level students, and 30% and 24% of the Int-
calc and Int-alg students, respectively, provided
correct responses. This problem differs from the
others discussed above in that the proportionality
between E and T does not lead directly to an answer
unless one already knows that temperature decreases
in an adiabatic expansion; instead, the first law of
thermodynamics and the sign of work can be applied
to find a solution. However, this complication should
not prevent students from giving some ΔE ≠ 0
answer, regardless of sign. Nonetheless, the most
common incorrect response was indeed ΔE ¼ 0
(comprising 39%–47% of the responses by the
introductory students), followed by ΔE > 0. (We
note that the ΔE ¼ 0 response appears to be in
conflict with the most popular response to problem
69, which was that E would change in an adiabatic
process; see discussion in Sec. III A 1 above.) In the
interviews, three of seven students who provided an
incorrect response stated thatQ ¼ 0 impliesΔT ¼ 0
and ΔE ¼ 0, consistent with the most popular
response. Other students who provided the incorrect
response ΔE > 0 used incorrect reasoning involving
the first law, e.g., stating that if Q ¼ 0 and the gas
expands,ΔE > 0. Often this latter set of students did
not reason conceptually to see that expansion work
done by the system implies a decrease in the
system’s internal energy; instead, they algorithmi-
cally applied the first-law equation ΔE ¼ Q −W
but made a sign error. Another possible explanation
for incorrect responses on this problem is that many
students simply do not realize that heat transfer Q in
any adiabatic process is, by definition, zero. We
know this to be the case because problem 31—not
included in the figures in this paper—is a simple true
or false question regarding the statement “there is
NO net heat transfer between the system and the
surroundings”; the question is whether this is true or
false for “any adiabatic process.”The correct response
rate for both the Int-calc and Int-alg group on this
question was only 69% (and 87% for the upper-level
group), indicating significant confusion regarding the
definition of adiabatic even though the introductory
section of the survey explicitly defines an adiabatic
process as “one in which there is no heat transfer
between a system and its surroundings.”

Comparison of responses on problems 44 and 45:
Problems 44 (isochoric) and 45 (isobaric) both relate to
processes depicted on a PV diagram inwhich internal energy
E increases; in neither case is the temperature explicitly
indicated on the diagram. Despite these similarities, the
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correct-response rate (that E increases) is dramatically
higher (p < 0.001) for the isochoric process (problem 44)
compared to the isobaric process (problem 45) for all student
groups. (Upper: 88% and 65%; Int-calc: 69% and 43%; Int-
alg: 70% and 37%.) The problem-property dependence of
this problem pair is as large as any that we observed.
However, it is not clear whether the greater success rate
on the isochoric process is due to the zero-work nature of that
process or, more simplistically, merely due to the apparent
cueing provided by an upward-pointing arrow representing
that process. An answer is suggested by the seven of the nine
interviewees providing incorrect responses on problem 45
who stated thatΔE < 0 because thework done by the system
was positive. They clearly ignored the role of heat transfer as
well as the higher temperature implied by the increased value
of PV. It seems that on the “vertical line” isochoric process,
the relatively obvious fact that work done is zero in that case
removed a key salient distracting feature (that is, an expan-
sion process), although it is still not clear from the interviews
exactly how students arrived at their correct answer on that
problem.
Summary of Sec. III A: We find that an inconsistent and

unreliable application of the E-T proportionality and the
state function property of E (i.e., that a specific point on a
PV diagram is linked to a specific value of E) often allows
superficial problem features to dominate students’ thinking
on many of the E-related concepts that we investigated. The
problems in which temperatures are explicitly provided are
associated with higher correct response rates, but not
dramatically so. Interviews showed that flawed reasoning
regarding work was the most common obstacle to correctly
applying the E-T proportionality; students’ thinking was
consistently distracted by specific shape features of the
process arrows on PV diagrams. Explicitly identified
process characteristics such as “reversible” and “expan-
sion” may also significantly distract some students’ think-
ing and, in certain cases, make it less likely that they invoke
and apply the state function property correctly. The term
“isothermal” does not often cue the expected correct
response ΔE ¼ 0 in part because many students fail to
associate temperature with internal energy.
We noted that students were more likely to struggle with

the reversible adiabatic expansion (problem 2) than with
any other problem related to ΔE, as almost half of the
introductory students thought incorrectly that ΔE ¼ 0 in
that case. Although the ΔT ¼ 0 (isothermal) expansion
process did not tend to cue a (correct) response that
ΔE ¼ 0, it is notable—and somewhat ironic—that the
adiabatic Q ¼ 0 expansion did often cue an incorrect
ΔE ¼ 0 response. Interviews confirmed that students often
associated “adiabatic” with “no energy change.” We note
that previous reports show that students often associate
thermal insulation with constancy of temperature [47], and
that association may well extend to processes described as
adiabatic. We note that a “cognitive load” argument that

would connect the difficulty of problem 2 primarily to the
need to invoke the first law of thermodynamics should
probably also imply a larger number of sign errors than
ΔE ¼ 0 errors, which is the opposite of what we observed.
Thus, it appears that the bare term “adiabatic” itself often
functions as a salient distracting feature, here and perhaps
in other settings as well; this conclusion seems to have been
borne out in the interviews.
In marked contrast to problem 2—for which ΔE ¼ 0

was the most popular response—most students considering
the adiabatic process in problem 69 felt that not only did it
have ΔE ≠ 0 (correct), but that it had a larger change in
internal energy than an isochoric process with identical
initial and final temperatures (incorrect). Interviews indi-
cated that the low correct-response rate on problem 69
seems more closely associated with flawed reasoning
regarding work than with the adiabatic nature of the
process. In fact, the interviews strongly suggest that the
salience of work outweighed the salience of adiabatic in
this problem group, with both features ultimately distract-
ing students into flawed and unsuccessful reasoning
pathways.

B. Problem-property dependence of student responses
on problems related to work

The three problem groups in Figs. 10, 11, and 14 focus
on concepts related to work W done by the system in
various thermodynamic processes. The concepts related to
work for which we investigate problem-property depend-
ence include (i) W ¼ 0 when there is no net system
expansion against a movable boundary wall, (ii) W may
be interpreted as the (signed) area under the curve in a PV
diagram, and (iii) W is positive for an expansion, whether
isothermal or adiabatic.
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FIG. 10. Correct-response rates on problems involving W ¼ 0
for various spontaneous processes in isolated systems. Percent-
ages of correct responses given by upper-level (Upper), intro-
ductory calculus-based (Int-calc), and introductory algebra-based
(Int-alg) physics students are shown for problems 22 (free
expansion), 49 (two gases in thermal contact at different temper-
atures), and 71 (mixing of two noninteracting gases). The widely
varying correct-response rates for each student group provide
evidence for problem-property dependence of student under-
standing related to this concept.
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1. W = 0 when there is no net system expansion against a
movable boundary wall

The first group, shown in Fig. 10, includes problems 22,
49, and 71, and deals with W for various spontaneous
nonequilibrium processes in isolated systems. Problem 22
refers to a free expansion process, problem 49 is about
spontaneous heat transfer between two gases at TC ≪ TH
when they are in contact, and problem 71 is about the
spontaneous mixing of two noninteracting gases initially in
two different adjacent chambers. Correct-response rates
show considerable problem-property dependence and were
highest on problem 49 for all student groups, followed by
problem 71; they were lowest by far on problem 22. (Only
the upper-level group had a significant difference between
49 and 71.) Arguably, the biggest challenge for students on
these problems is to recognize that the formulaW ¼ R

PdV
(or its algebra equivalent) that applies to quasistatic near-
equilibrium processes is simply inapplicable here. Since
there is no net system expansion against a movable
boundary wall, no work is done by the system in any of
these scenarios. Nonetheless, many students did not treat all
three scenarios as equivalent regarding work.
Problem 49 specifically states that gas molecules are

confined to their original chambers and only heat transfer
can take place freely between the two chambers; the setting
is therefore clearly “constant volume.” Thus, it is not
surprising that it is easiest for students to recognize in this
situation that there is no change in volume and so W ¼ 0.
On the other hand, problem 22 involving a free expansion
process describes a gas that was initially confined to only
one chamber, eventually occupying both chambers at the
end of the process. Similarly, problem 71 about the mixing
of noninteracting gases describes each type of gas initially
present only in its own chamber, then mixing when the
stopcock is opened. The setting of problem 22 may be
interpreted as “changing volume” and, while that of

problem 71 is similar, it is arguably more ambiguous
due to the presence of gas in each chamber before mixing.
Most students who provided incorrect responses to

problems 22 (free expansion) and 71 (mixing) thought
that W ≠ 0, with many claiming that the work done by the
system is positive. Among those interviewed, nine of ten
students who provided incorrect responses claimed that the
work done by the gas would be positive (W > 0) because
the gas expands. By contrast, only two of the interviewed
students provided incorrect responses to problem 71; they
both claimed W > 0. Since the focus was on mixing in
problem 71 as opposed to free expansion or volume change
in problem 22, more students thought that W ≠ 0 on
problem 22. During the interviews, one student showed
some confusion about their response to problem 22 by
saying, “I think there’s no work done because the gas
doesn’t act on anything, it’s just expanding…but expansion
of a gas is also positive work, so that’s a little confusing. So,
I’m just going to say that positive work is done.” Although
the upper-level students performed better than the intro-
ductory students (see Fig. 10), their difficulties withW also
persisted across diverse settings since 11%–37% of them
did not realize that W ¼ 0 in these processes.
We can summarize the findings for this group of problems

as strongly supporting previous reports that free-expansions
are particularly challenging settings for applying the work
concept while adding that—in contrast—students are better
able to apply that concept to spontaneous processes in which
container volume does not change.

2. W may be interpreted as the (signed) area under the
curve in a PV diagram

The group in Fig. 11 includes the seven problems 7, 10,
42, 43, 57, 58, and 59. They all require comprehension and
comparisons of work done by the system in different
processes or assessments of whether work done in a
particular process is positive, negative, or zero (or if there
is not enough information to decide). The approach
normally taught in introductory thermodynamics classes
for solving this type of problem makes use of the “work
equals area under the curve” interpretation of (curved or
straight) paths on PV diagrams that represent reversible
processes; work done by the system is positive for
expansion processes and negative for compressions. (The
relationship W ¼ PΔV may also be directly applicable in
certain cases, but it can also be misleading when applied
too broadly.) Figure 11 shows a great deal of variation in
correct-response rates for these problems among all student
groups, suggesting that students’ ability to correctly apply
this interpretation of work is highly dependent on problem
properties.
Problem 7 provides students with a PV diagram showing

a counterclockwise cyclic process and asks whether the net
work done by the system in one complete cycle is positive,
negative, zero, or whether there is not enough information

0

20

40

60

80

100

Upper Int-calc Int-alg

 no ecna
mrofreP tn edutS

Su
rv

ey
 It

em
s

7 10 42 43 57 58 59

FIG. 11. Correct-response rates on problems involving work as
the area under the curve in a PV diagram. Percentages of correct
responses given by upper-level (Upper), introductory calculus-
based (Int-calc), and introductory algebra-based (Int-alg) physics
students are shown for problems 7, 10, 42, 43, 57, 58, and 59, all
of which involve problem properties that differ from each other.
The widely varying correct-response rates for each student group
provide evidence for problem-property dependence of student
performance related to this concept.
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to decide; this is the only cyclic process problem in this
group and performance was the poorest by far on this
problem. In problem 10, there were two expansion proc-
esses represented on a PV diagram (Fig. 12): a constant
pressure process (Process 1) and an isothermal process
(Process 2), and students were asked to determine the
process in which the amount of work done by the gas is
largest. Problems 42 and 43, both shown on a PV diagram
(Fig. 9), involve an ideal monatomic gas undergoing an
isochoric process in which the pressure increases (problem
42) and an isobaric expansion (problem 43); students were
asked whether W was positive, negative, or zero. In
problems 57–59 (Fig. 13), students were shown two
expansion processes on a PV diagram: one being an
isothermal process and the other an adiabatic process:W >
0 for both expansions. In problem 57, students were asked
whether work done by the system in the isothermal process
was positive, negative, or zero; in problem 58, the same
question was posed in regard to the adiabatic process. In
problem 59, similar to problem 10, students were asked to
compare the magnitudes of the work done in the two
processes shown on the diagram. By applying the area
under the curve interpretation to the PV diagram in Fig. 13,
it is easy to infer that the work done is greater in the
isothermal process since both processes share the same
initial and final volume.

Overview of results. Figure 11 shows that the upper-level
students performed reasonably well (> 77% correct
responses) on all problems except for the cyclic process
in problem 7 (51%). However, Int-calc students did sub-
stantially worse than upper-level students, and the Int-alg
group performed poorly on all problems in this group, with
a high score of 60% on problem 43. Scores of the Int-calc
group ranged widely from 46% to 74%, while those of the
Int-alg group ranged from 18% to 60%, suggesting a strong
problem-property dependence in students’ ability to solve
these problems.

Cyclic process problem. We found that the counterclock-
wise cyclic process in problem 7 was the most challenging
for all student groups. Previous research has indicated
substantial confusion in students’ interpretations of work
done in a cyclic process [26]. (In our present study, the
three student groups differed among themselves on the
preferred incorrect response; see Ref. [65].) In an interview,
one student who incorrectly claimed that W > 0 said, “I’m
thinking that it is positive. I am thinking about the equation,
Work ¼ PV and then yeah, it would be like positive…”.
For the upper-level and Int-calc students, sign errors were
more common than claims that W ¼ 0, although the latter
error category was also well represented (16% and 21%).
For the Int-alg students,W ¼ 0was by far the most popular
response, given by 51% of that group; this indicates quite a
large difference between the Int-alg and Int-calc groups on
this particular error. Based both on our results here and on
previous reports in the literature, it seems quite reasonable
to conclude that for the algebra-based students, the cyclic
nature of the process represents a salient distracting feature
that obstructs students’ attempts to apply either the “area
under the curve” mnemonic or some other principle that
might help them arrive at the correct answer. It also seems
quite likely that it acts as an SDF for the other student
groups as well, but for them, it may be overshadowed by
difficulties in applying the mnemonic correctly so as to
avoid sign errors.

Introductory groups. Since upper-level students performed
reasonably well on all problems except the cyclic process,
here we mainly focus on the performance of the introductory
groups. The most challenging of the noncyclic-process
problems was 59 (comparingW for adiabatic and isothermal
processes depicted in a PV diagram), while no problem was
easier than problem 43 (isobaric expansion, depicted by a
horizontal line on a PVdiagram). It is notable that in problem
10, the only other problem requiring a comparison of work
done in two different processes, correct-response rates were
almost identical to those of the “easy” problem43 and not the
much lower rates of the work-comparison problem 59. For
the introductory groups, the difference between their prob-
lem-10 and problem-59 performance was highly significant
(p < 0.001), implying that problem properties played a

FIG. 12. Diagram provided with problem 10.

FIG. 13. Diagram provided with problems 57–59.
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significant role. In problem 10, one of the processes being
compared was isobaric, represented by a horizontal line on
the PV diagram, just as in problem 43. This may suggest that
for isobaric processes represented by horizontal lines on PV
diagrams, students may be more easily able to invoke and
correctly apply the work equals area under the curve
interpretation. Interviews indicated that the “area” approach
was indeed students’ primary road to success on problem 10.
However, it is also possible that the inclusion of an adiabatic
process in problem 59 served to confuse students, since—as
we have previously discussed—adiabatic processes, in
particular, seem to pose additional difficulties for many
students. The interview data in this case were not enlight-
ening, so evidence is insufficient to determine which of the
problem properties might have been most salient in this
instance.
Other notable features of the Int-alg data include poor

performance (46% correct) on the isochoric process prob-
lem 42, represented by a vertical line on the PV diagram,
despite what may appear to be—to a physics instructor—a
straightforward argument that W ¼ 0 since ΔV ¼ 0. (The
Int-calc group scored 74% correct on this problem.) In
striking contrast, the Int-alg group scored a significantly
(p < 0.001) higher 60% correct on problem 43 which
involved an isobaric expansion represented by a horizontal
line, while the Int-calc group score on this problem was
74%, identical to their problem-42 score. For the algebra-
based group, it was significantly easier to determine that
positive work had been done in the isobaric expansion than
that zero work had been done in the isochoric process. The
Int-alg group also had slightly poorer performance
(p < 0.05) on problem 58 (adiabatic process, 44%) com-
pared to problem 57 (isothermal process, 52%), even
though both processes are represented by curved lines
directed downward on the PV diagram. Our findings
suggest that specific problem properties have a significant
influence on algebra-based students’ performance on work
problems. In fact, we propose that isobaric “horizontal-
line” processes are a feature that specifically helps algebra-
based students reason through work-related problems,
whereas those processes do not appear to play that same
helping role for calculus-based or upper-level students, at
least not to the same degree.
Interviews suggest that some students who performed

poorly on these problems knew that work done by the gas
was related to pressure andΔV but were unable to apply the
area under the curve interpretation. For example, on
problem 10 (Fig. 12), one student who thought that W is
equal for both processes said, “I think the work done, if I
remember correctly, I’m thinking work equals P delta V.
They both start at the same P and then both end at the same
Vf, so I’m thinking that the work done would be equal.”
The student correctly said that the two processes start at the
same pressure and end at the same volume but overlooked
the fact that pressure has decreased in one of the processes,

thus implying a smaller W. In this particular problem, due
to the isobaric or horizontal line process, one could
successfully argue using W ¼ PΔV. However, in problem
59 (comparing adiabatic and isothermal processes), the
nonlinear covariation of pressure and volume suggests the
need for an area under the curve interpretation, deriving
from the “true” work equation W ¼ R

PdV. It would be
very understandable if algebra-based students, in particular,
find this argument difficult to follow as they are the group
with the least experience with integrals. However, although
scores on the “comparison” problem 59 were lower for both
Int-alg and Int-calc than those on the adiabatic process
problem 58 (for which only the sign was required), the
difference was not significant. Still by attempting to apply
W ¼ PΔV in settings where it is not appropriate—instead of
using “area under the curve”—students may be unable to
arrive at correct conclusions, e.g., as in problem59.Although
some previous reports have examined the mathematical-
context origins of student difficulties with this concept [29],
our investigation of physics-specific problem-property
dependences provides additional perspective on this issue.

3. W is positive for an expansion,
whether isothermal or adiabatic

The group in Fig. 14 includes only problems 3 and 62;
both problems use words only and lack a PV diagram.
Students are asked whether work done by the system “must
be” positive, negative, or zero (or if there is insufficient
information to decide) in a reversible adiabatic expansion
(problem 3) and an isothermal expansion (problem 62).
Since both processes are expansions, work done by the
system is positive in both cases. Nonetheless, correct-
response rates for the introductory students were signifi-
cantly higher on the isothermal expansion problem (Int-
calc: 11%, p < 0.01; Int-alg: 13%, p < 0.001). This was
primarily due to a higher probability of a “work done must
be zero” response on the adiabatic process for these
students, while sign-error rates on the two problems were
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FIG. 14. Correct-response rates on problems involving the sign
of work done in adiabatic (problem 3) and isothermal (problem
62) processes. Percentages of correct responses given by upper-
level (Upper), introductory calculus-based (Int-calc), and intro-
ductory algebra-based (Int-alg) physics students on problems 3
and 62 are shown. The significantly different correct-response
rates on the two problems for the introductory groups provide
evidence for problem-property dependence of student responses
among those groups.
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quite comparable. (In the interviews, one of the upper-level
students explicitly gave the “work is zero” response for
problem 3. Other interviews suggested that the sign errors
were often due to an overfocus on formula-based reason-
ing, rather than simply reasoning through the implications
of the processes being expansions.) The additional con-
fusion apparently introduced by the term “adiabatic” is
consistent with similar findings discussed above in Sec. III
A, underscoring the need for further research on student
thinking related to this term. These findings increase the
likelihood that the term “adiabatic” by itself may serve as a
salient distracting feature.
Summary of Sec. III B: We find that students’ ability to

invoke and apply work concepts in thermodynamics tends
to be problem-property dependent, in part perhaps because
the work concept itself is subtle and insufficiently practiced
in multiple settings and scenarios. For example, the
application of work concepts to solids (that are obviously
constant volume) appears to be relatively easy, whereas
free-expansion processes (that obviously involve volume
changes) are particularly challenging. We find that many
students clearly recognize the absence of heat transfer in an
adiabatic process but then tend to ignore (or misconstrue)
the effects of work in that process. However, when faced
with problems involving isobaric processes—represented by
horizontal lines on PV diagrams—students appear to be able
to recognize the presence and effects of work more easily
than in other settings, yet are more prone to ignore the
presence and effects of heat transfer. We hypothesize that the
term “adiabatic” and the presence of horizontal lines on PV
diagrams are themselves key cues for student thinking that, in
many settings, may draw excessive attention and thus lead
students to ignore other important factors that are essential to
reasoning correctly. (These are precisely the characteristics
of salient distracting features.) Cyclic processes offer special
challenges for invoking and applying the work concept (as
they also do for heat; see below). This is in part because it is
moredifficult to apply the “area under the curve” algorithm to
cyclic processes on PV diagrams (involving, as they do, both
negative and positivework), but also because it is particularly
easy to misapply theW ¼ PΔV formulation in cases where
the initial and final states have identical V and identical P.
(The integral formulation of work may be easier to apply in
principle, but more mathematically challenging; see
Ref. [29].) Thus, the presence or absence of PV diagrams
can be a factor that influences student thinking, but likely to a
lesser extent than a physics instructor might anticipate
because students are not able to utilize those diagrams as
efficiently as an expert would.

C. Problem-property dependence of student responses
to heat transfer problems

The problem groups found in Figs. 15 and 16 focus on
concepts related to heat transfer, Q: (i) determining the

correct sign ofQ in isothermal processes, and (ii) recogniz-
ing that Q is a path-dependent variable.

1. In a reversible isothermal process, Q ≠ 0 and the sign
of Q is determined by whether volume is increasing or

decreasing

Figure 15 includes problems 4, 60, and the true or false
problem 32. Problems 4 and 60 describe processes in words
without providing any diagrams, including a reversible
isothermal compression (problem 4) and an isothermal
expansion (problem 60, which omits the word “revers-
ible”). The answer options are that there is heat transfer to
the gas, heat transfer away from the gas, no net heat
transfer, or not enough information. Since both processes
are isothermal, neither T nor E can change; thus, Q ¼ W
since Q −W ¼ ΔE ¼ ΔT ¼ 0. The compression in prob-
lem 4 implies W < 0 and thus Q < 0 (heat transfer away
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FIG. 15. Correct-response rates on problems involving deter-
mination of the sign ofQ for isothermal processes. Percentages of
correct responses given by upper-level (Upper), introductory
calculus-based (Int-calc), and introductory algebra-based (Int-
alg) physics students on problems 4, 32, and 60 are shown. The
widely varying correct-response rates for each student group
provide evidence for problem-property dependence of student
understanding related to this concept. Problem 32, marked by an
asterisk (*), is a T/F problem and cannot be compared directly
with problems having four choices.
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FIG. 16. Percentage of responses consistent with Q being path
dependent given by upper-level (Upper), introductory calculus-
based (Int-calc), and introductory algebra-based (Int-alg) physics
students on problems 9, 12, 26, and 30. Problem 30, marked by
an asterisk (*) is a T/F problem and cannot be compared directly
with other problems with four choices.
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from the gas), while the expansion in problem 60 implies
W > 0 andQ > 0 (heat transfer to the gas). Problem 32 is a
true or false problem that explicitly asks whether it is true
that Q ¼ 0 for “any” isothermal process.
All of these problems require some understanding of the

first law of thermodynamics to answer correctly: ΔE ¼
Q −W and ΔE ¼ 0 so Q ¼ W. Correct responses were
provided by no more than 75% of the upper-level students
across these problems, but the correct-response rates for the
introductory students on problems 4 and 60 are very low
indeed: well below 50% on both problems and approaching
the “random guessing” level in some cases. It is notable that
in problem 4, a compression process (W < 0 so Q < 0),
correct-response rates for the introductory students were
significantly lower (p < 0.001) than in the expansion
process, problem 60 (Q > 0), with a difference ranging
from 13% (Int-calc) to 23% (Int-alg). The most common
incorrect response by far was Q ¼ 0, and this error was
much more prevalent for the compression process among
the introductory students than for the expansion (50% vs
30% for Int-calc, and 59% vs 37% for Int-alg); the
difference is highly significant (p < 0.001). Sign errors
were also common on both problems among the introduc-
tory students. Results on the true/false problem 32, as
simple as the problem may appear to a physics instructor,
are also quite notable, since correct-response rates for both
introductory groups were at or near 50%, a rate consistent
with random guessing. These low correct-response rates are
consistent with previous student difficulties research [29],
however, our finding that incorrect Q ¼ 0 responses are
significantly more common on a “reversible compression”
problem is a new and potentially important result.
Interview data leave no doubt that the term “isothermal”

is a powerful cue for the idea “no heat transfer.” However,
we have to speculate as to the reasons for the difference in
correct-response rates for the introductory students on
problems 4 and 60. (Since the differences for the upper-
level students were not significant, we do not comment
further on those.) It will be up to future research to test
these conjectures. First, we observe that the difference is
almost entirely due to the greater proportion of Q ¼ 0
responses on problem 4 (compression), and not due to sign
errors as one might naively have expected. It is not clear
why a Q ¼ 0 response would be more common for a
problem involving a compression instead of an expansion.
It may simply be that the term “expansion” is a more salient
cue for introductory students in prompting consideration of
heat transfer processes. There is some evidence from the
interviews that “expansion” cued students into consider-
ation of work more frequently than did “compression.”
Perhaps the term “expansion” itself cues the idea of
increase (since volume is increasing) more readily than
the term “compression” cues decrease. The other obvious
difference is that problem 4 explicitly states that the
isothermal process is reversible. Whether that single

additional word is sufficient to trigger such a large differ-
ence in response rates across these settings requires further
investigation. In the interviews, some of the students who
gave correct answers on problem 60 reverted to a “no heat
transfer in isothermal processes” argument for problem 4;
one of them added that “reversible also means no net heat
transfer.” (Strictly speaking, omission of the term “revers-
ible” and absence of a PV diagram could justify a “not
enough information” response in problem 60, although the
process was described as quasi-static in the introductory
section of the survey. However, the tiny difference between
problems 4 and 60 on this response indicates that its
influence was negligible.)
Future studies could isolate the compression/expansion

and the “reversible”-present/“reversible”-absent conditions
to try and resolve this issue, so that instructors may become
aware of which particular surface features pose special
challenges in these settings and researchers developing
curricula/pedagogies can account for these.
Previous investigations have noted one specific specious

argument that is often observed regarding isothermal
processes. It is illustrated by a response to problem 4 from
one of the students in our interview sample, who said,
“Isothermal is no change in temperature, so I think there is
no net heat transfer because Q ¼ mcΔT and ΔT is zero.”
This confusion involving calorimetric equations—com-
pletely inappropriate in this problem—has been pointed
out in the literature previously [26]. However, it was only
rarely cited by the students we interviewed.

2. Q is a path-dependent variable

The problem group in Fig. 16 includes problems 9, 12,
and 26, and the true/false cyclic process problem 30.
Problems 9 and 26 show PV diagrams representing a
complete cyclic process (9: counterclockwise; 26: clock-
wise), while the PV diagram for problem 12 (Fig. 17)
shows two different reversible expansion processes
(Processes 1 and 2) that share the same initial and final
states but have distinctly different areas under the curve
(this problem was drawn directly from Ref. [26]). Answer
options for 9 and 26 are net heat transfer to the gas, net heat
transfer away from the gas, no (or “zero”) net heat transfer,
and not enough information. Problem 12 asks students to

FIG. 17. Diagram provided with problem 12.

INVESTIGATING THE IMPACT OF PROBLEM … PHYS. REV. PHYS. EDUC. RES. 21, 010127 (2025)

010127-21



determine which of the two processes has the greater or
smaller value of Q or whether instead they are equal. Here
we focus not on correct-response rates but instead on all
responses that were consistent with Q being a path-
dependent variable. For example, on problem 9 (a cyclic
process), both responses “to the gas” and “away from the
gas” are consistent withQ being a path-dependent variable.
For problem 12, both Q1 > Q2 and Q2 > Q1 meet that
criterion. Even so, the total rates of such “Q is path
dependent” responses on all three of the multiple-choice
problems are low for both of the introductory groups (29%–
40% for Int-alg, 40%–61% for Int-calc). The upper-level
students scored 64% on the “path-dependent” criterion on
both problems 12 and 26. For all three student groups there
was little difference in response rates for problems 9 and
26, but the Int-calc group performed much worse on
problem 12 (40% on the path-dependent criterion com-
pared to 59-61% on the other two problems; p < 0.001).
Among the introductory students, the most popular

incorrect responses on the three multiple-choice prob-
lems—and, indeed, very nearly the most popular overall
responses—were those that were consistent with incor-
rectly treating Q as a state variable; these responses were
Q ¼ 0 for both cyclic process problems and Q1 ¼ Q2 for
problem 12. (Only for the Int-calc students on problem 9
was the correct answer (Q < 0) marginally more popular
than theQ ¼ 0 answer.) Response rates consistent with this
idea ranged from 33-56% for Int-calc and 55-66% for Int-
alg, highest in both cases on problem 12. Although these
“state variable” errors were also common among the upper-
level students, sign errors appeared frequently among them
as well. It is notable that correct-response rates and Q ¼ 0
response rates on the two cyclic process questions were
very similar for the introductory students, indicating that
whether the cycle was clockwise or counterclockwise had
little influence on these students’ thinking.
Problem 30 is a true/false problem that asks whether it is

true that there is “NO net heat transfer between the system
and the surroundings” for any cyclic process. It is interest-
ing that correct-response rates on this problem were
significantly above 50% for both Int-calc and upper-level
students, but only marginally so for Int-alg students,
suggesting that the latter group was largely guessing.
We note that while the cyclic process diagrams often lead

introductory students directly to conclude that net heat
transfer is zero because “the final state is the same as the
initial state,” we also found that sign errors on those
problems were much more frequent than on problem 12.
We found in the interviews that students frequently
struggled to analyze the segment-by-segment details of
the (clockwise or counterclockwise) processes, potentially
making them much more liable to commit sign errors along
the way. Our results on problem 12, consistent with
findings on student difficulties previously reported [26],
suggest that the diagram showing two non-cyclic processes

sharing the same initial and final states is itself a particu-
larly powerful cue for the “Q is independent of process”
line of thinking, thus limiting the number of sign errors
observed on that problem.
In an interview, one student who answeredQ ¼ 0 for the

cycle in problem 26 explained, “But you’re returning to the
same state, so there would be no change [no heat transfer]
because you are finishing where you started.” This student
treated heat transfer as though it is a state variable. On
problem 12 (Fig. 17), another student stated, “I think that
heat transfer should be equal because they have the same
starting and ending point and then it’s just a difference of
pressure and volume.” (Another interviewee echoed the
“same starting and ending point” argument.) This student
was able to recognize that the processes had different paths
but did not realize that heat transfer is dependent on the
path and so must differ in the two cases. We note that the
interviews reported in [26] indicated that explanations for
Q1 ¼ Q2 responses on Problem 12 were almost universally
consistent with “heat is independent of path,” increasing the
likelihood that this idea dominates students’ thinking on
this problem. Sign errors, by contrast, could occur even
when students employed an otherwise sound reasoning
strategy. For example, a student who incorrectly said that
there was net heat transfer to the gas (Q > 0) on problem 9
explained, “Net heat transfer to the gas…the work is being
done on the system. If it’s positive, then the net heat transfer
is the opposite sign from the work.” This student appears to
have attempted to use the first law of thermodynamics,
reasoning from ΔE ¼ Q −W ¼ 0, but arrived at Q ¼ −W
instead of Q ¼ W.
It was well known from previous research that both

Problem 12 and cyclic process problems strongly cued “Q
is independent of path” responses. This suggests that
processes with the same initial and final state, or two
processes sharing identical initial and final states, are both
salient distracting features cuing incorrect responses con-
sistent with Q being independent of process. However, our
finding that Problem 12 cued this response far more
strongly for Int-calc students than did cyclic process
problems is new and merits additional investigation.
Summary of Sec. III C: We found significant problem-

property dependence in student responses on problems
related to heat transfer concepts, with some hints of the
possible origins of this dependence but no conclusive
evidence. For example, we found a much higher likelihood
of introductory students claiming that heat transfer would
be zero in a “reversible isothermal compression” than they
did for an “isothermal expansion.” This suggests that either
or both terms “reversible” and “compression” (when
contrasted with “expansion”) may act as salient distracting
features and cue unproductive thinking related to the first
law of thermodynamics in these problems. We found very
similar response rates on problems involving heat transfer
in cyclic processes represented as both clockwise and
counterclockwise on a PV diagram, but—at least for the
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Int-calc group—much poorer performance on a problem
involving two noncyclic processes represented on a PV
diagram as sharing identical initial and final states. The
latter (problem 12) scenario appears to be a particularly
salient cue among the calculus-based students for the
incorrect idea that “Q is independent of path,” previously
identified in the literature as a common student difficulty
[26], while the cyclic process scenario appears to induce a
large number of sign errors, in addition to the very common
Q ¼ 0 response. In any case, it is evident that “same initial
and final states” is itself a primary cue for thinking thatQ is
path independent, as has been previously reported.

D. Problem-property dependence
of student responses to entropy problems

The problem groups found in Figs. 18–20 focus on
concepts related to entropy, S, in different settings:
(i) entropy changes “of the universe” during various
spontaneous and irreversible processes (for the universe,
ΔS > 0), (ii) entropy changes in cyclic processes (entropy
is a state variable so for the system, ΔS ¼ 0 in a full cycle),
and (iii) entropy changes for a system undergoing a
reversible isothermal expansion or compression (for the
system, ΔS > 0 and ΔS < 0, respectively).

1. Entropy of the universe increases in
a spontaneous and irreversible process

Figure 18 focuses on student responses to problems 17,
21, 53, 67, and 75, all relating to the concept that for the

universe, ΔS > 0 for a spontaneous and irreversible proc-
ess. Problem 67 involves an isochoric process with net heat
transfer to an ideal gas in contact with a thermal reservoir; it
is explicitly identified as an “irreversible” process in the
problem statement, the only one of the five so identified,
and so the entropy of the systemþ reservoir must increase.
The other four problems involve, in effect, combined two-
component systems that are themselves isolated from the
rest of the universe, undergoing spontaneous and irrevers-
ible processes. Students are asked whether the entropy of
the combined system increases, decreases, remains the
same, or whether there is not enough information. Since
irreversible processes occur in all of the combined systems
and since the systems are isolated from the universe, the net
entropy for the systems must increase. An incorrect
“entropy remains the same” response would be consistent
with the idea that ΔS ¼ 0 for the universe in a spontaneous
and irreversible process.
Although four of these problems (17, 21, 53, and 75)

relate to spontaneous and irreversible processes occurring
within rigid, thermally isolated containers, they have
different surface features that can act as distractors for
students. The settings for problems 21 and 75 can be
viewed as similar to each other, but different from another
“similar” pair, problems 17 and 53. Problem 21 involves a
free expansion with an ideal gas initially in one chamber
expanding into a vacuum when the stopcock is opened,
while problem 75 involves two different noninteracting
ideal gases initially in separate chambers, then allowed to
mix with each other. The mixing setting of problem 75
could be viewed as somewhat analogous to the free
expansion in problem 21, thus making 21 and 75 similar;
the results indicate that both upper-level and Int-alg
students did in fact view them that way; see discussion
below. Both processes are irreversible because there is no
way to reverse the process by making an infinitesimal
change in system parameters.
Problems 17 and 53 can also be viewed as similar (even

more so than 21 and 75). Problems 17 and 53 both involve
two subsystems at very different temperatures in contact
with each other, with heat transfer occurring between them
(two solids at different temperatures in thermal contact in
problem 17 and two gases at different temperatures in
thermal contact in problem 53). Therefore, problems 17 and
53 share an identical element—heat transfer between the
hot and cold subsystems—and thus could be seen as even
more similar to each other than is the 21=75 pair. (Both
processes are irreversible because the temperature differ-
ence between the interacting subsystems is large—indi-
cated as TC ≪ TH—and not infinitesimal.)
The performance of the three student groups on the five

problems is represented in Fig. 18 by the percentage of
students who correctly answered ΔS > 0. Figure 18 shows
that most of the upper-level students provided the correct
response regardless of the setting of the problem, while
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FIG. 18. Percentages of correct responses given by upper-level
(Upper), introductory calculus-based (Int-calc), and introductory
algebra-based (Int-alg) physics students on problems related to
changes in entropy of the universe for a spontaneous and
irreversible process, including problems 17 (heat transfer be-
tween two solids in contact), 53 (heat transfer between two gases
in contact), 21 (free expansion), 75 (mixing of two non-interact-
ing gases) and 67 (irreversible isochoric process). Responses for
the upper-level students are highly consistent with each other,
indicating very little problem-property dependence, consistent
with the uniformly high correct-response rates. Correct-response
rates for the Int-calc and Int-alg student groups show significant
problem-property dependence, as the heat transfer problems 17
and 53 were significantly more challenging than the other three
problems, although correct-response rates were 50% or lower on
all items for these groups.
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there appears to be a significant problem-property depend-
ence in responses for both introductory groups, with a large
fraction of the introductory students not providing correct
responses for each of the problems. Specifically, upper-
level students are fairly consistent in their correct-response
rates for all five problems, with rates ranging between 78%
and 87%. This suggests that most upper-level students can
consistently and correctly invoke and apply their knowl-
edge regarding ΔSuniverse > 0 across different spontaneous
and irreversible process settings. Thus, we will now focus
mainly on introductory student responses to these different
problems.
Figure 18 shows that introductory students struggled the

most on problems 53 and 17, as less than 25% of them
provided correct responses to either of those problems; this
was at the level of random guessing. (As noted above, these
two problems both involve spontaneous heat transfer from
a hot substance to a cold substance; the substances were
solids in problem 17 and gases in problem 53.) In fact, the
most popular response on these two problems—given by
two-thirds of the introductory students—was that the
entropy of the combined system does not change, implying
ΔS ¼ 0 for the universe. Interviews corroborate these
findings. For example, on problem 17, one student who
thought ΔS ¼ 0 said, “Since there was no loss [of heat] to
the environment, we will assume that the entropy has not
changed.” On the same problem, another student said, “The
entropy of the combined system of the two solids has, I feel
like no change, kinda like conservation. Cause while one’s
increasing, the other one’s decreasing.” This conservation
argument appeared frequently in the interviews. It seems
that the heat-transfer setting offers special challenges to
introductory students in that the inherent nature of heat
transfer as an entropy-increasing process is often weakly or
not at all understood. Indeed, in this setting, most students
did not realize that entropy would change at all, let alone
that it would increase.
(It may be worth pointing out here that introductory

textbooks often underemphasize the distinction between
reversible processes involving heat transfer to or from a
thermal reservoir due to infinitesimal temperature
differences—such as isothermal expansions and compres-
sions depicted on PV diagrams—and irreversible heat-
transfer processes involving large temperature differences
between interacting subsystems. We return to this idea in
the Summary section below.)
While there are apparent “volume change” similarities

linking the expansion or mixing problems in the 21=75 pair
to each other and a “heat transfer” element connecting the
two problems in the 17=53 pair, the only feature that the
17=53 pair truly shares with the 21=75 pair is that all four
problems deal with irreversible processes. That is, all four
problems involve isolated systems undergoing spontaneous
and irreversible processes leading to ΔS > 0 for the
universe. One might then expect similar student outcomes

for the 21=75 pair on the one hand, and for the 17=53 pair
on the other, but not necessarily similar results when
comparing the two pairs. In fact, that is exactly what is
found: correct-response rates (as well as rates for the
incorrect “increased” and “not changed” responses) for
the 17=53 pair are almost identical, but very different from
the 21=75 pair, which had higher correct response rates.
While the 21=75 pair had lower error rates than 17=53, the
results for 21 and 75were not as similar to each other as those
in the17=53pair that share the “heat transfer” element.As for
why error rates in 17=53 were higher than the other pair,
interview evidence suggests that when contemplating
entropy changes, introductory students may view free
expansion as a more salient cue than heat flow.
Figure 18 shows that for both introductory groups, the

correct response rates on problem 21 (free expansion) are
only slightly higher than those on problem 75 (gas mixing),
although both are far higher than the corresponding rates
for the 17=53 pair. However, there is a large difference
between these two problems in the popularity of the
incorrect ΔS ¼ 0 response. While 47% and 43% of the
Int-calc and Int-alg groups, respectively, respondedΔS ¼ 0
for the mixing process (problem 75), the corresponding
percentages for the free expansion process (problem 21) are
only 29% and 27%. On that free-expansion problem, the
response that entropy would decrease was nearly as
popular as that it would remain unchanged. Thus, the
free-expansion setting is seen to trigger incorrect “entropy
decreases” and “entropy is constant” responses with almost
equal frequency, while the other problem settings prefer-
entially yield the “entropy is constant” response.
Correct-response rates for problem 67, the isochoric

process explicitly identified as irreversible, fell between
those for problems 21 and 75 for the introductory groups,
indicating that even this problem was quite challenging for
them. That is noteworthy since the irreversible nature of
this process was not in question, while students did have to
make that inference on their own from the problem
descriptions provided for the other problems.
As mentioned above, the upper-level students performed

significantly better overall than the introductory groups and
were more consistent in their responses. Introductory
students’ responses were dependent on problem properties,
with mixing and free-expansion problems having higher
correct-response rates than heat-transfer problems. The
correct-response rates of the two introductory groups for
all problems related to entropy changes in irreversible
processes are similar, and all are in the 20%–50% range.
While student difficulties in some of these problem settings
have not been investigated before, our other findings are
consistent with previous student difficulties research that
focused on only one or two particular problem settings (not
several at a time) [28,29].
The difference in correct-response rates for entropy

problems posed in different irreversible-process settings
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suggests that many students did not discern the deep
similarity between these settings, that is, (i) that they were
irreversible because infinitesimal changes in system param-
eters could not force the processes to run in reverse, and
(ii) that ΔSuniverse > 0 for all such spontaneous and irre-
versible processes

2. ΔS= 0 for a system undergoing a cyclic process

The group in Fig. 19 includes problems 8 and 24, both of
which incorporate PV diagrams showing gases undergoing
a complete cyclic process (8: counterclockwise; 24: clock-
wise, also described as “reversible”) and ask whether the
final entropy “of the gas” is greater than, equal to, or less
than the initial entropy, or whether there is not enough
information. During a thermodynamic process, regardless
of how a gas gets from its initial state to its final state, only
the two end points determine the change in entropy since
entropy is a state variable. In a cyclic process after one
complete cycle, the gas ends up in the same state that it
started in, ΔS ¼ 0. Correct-response rates on both of these
cyclic problems were relatively low for all three student
groups—no higher than 67%—and it is notable that upper-
level students had lower correct-response rates than intro-
ductory students, although the difference was only signifi-
cant for the Int-alg group on problem 8. The Int-calc group
did better on problem 24 than on problem 8 (p < 0.01),
perhaps due to the presence of the word “reversible,” but
the differences for the other two groups were small.
The fact that upper-level performances on both these

cyclic problem settings are no better than—and occasion-
ally actually worse than—some of those of the introductory
students suggests that significant confusion persists in the
upper-level courses regarding the state-function property of
entropy. This is a cause for concern and one that upper-level
thermodynamics instructors should take into consideration.
The most common incorrect response for all groups was

that system entropy increases after a complete cycle; this
response was substantially more common among the

upper-level students on both problems 8 and 24 (36%
and 38%) than it was in the introductory groups (25% and
27% for Int-calc, p < 0.05; 19% and 22% for Int-alg,
p < 0.01). This was echoed in interviews with upper-level
students. For example, in problem 24, one upper-level
student said, “is heat in or heat out related to the entropy?”
and then tried to determine the heat transferred into the
system in each step of the cycle to find the change in
entropy. It is true that in a reversible clockwise cycle, there
is a net heat transfer to the system, but stepwise application
of ΔScycle ¼ ΣQrev=T still necessarily yields ΔScycle ¼ 0,
as is more easily determined by the identity of final and
initial states and the state-variable nature of entropy. This
upper-level student appeared to be distracted by the details
of the individual subprocesses, not recognizing that entropy
is a state variable and is therefore unchanged in a cyclic
process. The fact that the upper-level students found both
cyclic process problems to be almost equally challenging
suggests that in this case, it was not, apparently, a problem
feature that was distracting them, but instead the strength of
the “entropy increases” idea. (Note that the problems very
specifically asked about the entropy of the gas, not of the
universe or some combined system.)

3. The sign of ΔS for a system undergoing a reversible
isothermal process is determined by whether the volume is

increasing or decreasing

The problem group in Fig. 20 includes problems 5 and
63; both of these deal with ideal monatomic gas processes.
The setting of problem 5 is described in the problem
statement as a “reversible isothermal compression,” while
that of problem 63 is a “reversible isothermal expansion”;
neither problem includes a diagram. Students are asked in
both problems whether the entropy of the gas will increase,
decrease, or remain the same. Here one may apply Q ¼ W
(since Q −W ¼ ΔE ¼ 0) and ΔS ¼ Qrev=T to realize that
the entropy of the gas will increase when Q is positive
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FIG. 19. Percentages of correct responses given by upper-level
(Upper), introductory calculus-based (Int-calc), and introductory
algebra-based (Int-alg) physics students on problems related to
entropy changes in a cyclic process. Response rates for problems
8 (“counterclockwise”) and 24 (“clockwise”) are shown. The
correct-response rates for these two problems are similar within
each student group, indicating only weak problem-property
dependence. Notably, correct-response rates of upper-level stu-
dents were slightly lower than those of the introductory students.
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FIG. 20. Percentages of correct responses given by upper-level
(Upper), introductory calculus-based (Int-calc), and introductory
algebra-based (Int-alg) physics students on problems related to
the changes in entropy of a system undergoing a reversible
isothermal expansion (63) or compression (5). Correct-response
rates for introductory students on these two problems are similar,
thus showing only weak problem-property dependence.
Although upper-level students were significantly more successful
on the expansion problem setting, this may be fortuitous; see text.

INVESTIGATING THE IMPACT OF PROBLEM … PHYS. REV. PHYS. EDUC. RES. 21, 010127 (2025)

010127-25



(expansion) and decrease when Q is negative (compres-
sion). Alternatively, if one knows that the entropy of an
ideal gas increases either with increasing volume or
increasing internal energy—and internal energy does not
change in an isothermal process—one can arrive at the
same results. Once again, Fig. 20 shows that the correct-
response rates for all student groups were quite low
(maximum 61%), with sign errors and ΔS ¼ 0 errors both
appearing frequently for all student groups. More than a
third of the Int-calc students gave ΔS ¼ 0 responses on
both problems 5 and 63 (33% and 38%), and nearly a
quarter of the Int-alg students did so as well (22% and
23%). This response was also quite popular with the upper-
level students (31% and 35%). During the interviews, three
students explicitly cited the “reversible” nature of the
process as the reason that entropy would not change,
evidently applying to a system something that is only true
for the universe as a whole.
There were small (< 10%) differences in the proportions

of ΔS ¼ 0 responses and sign-error responses for the
introductory students between the two settings (expansion
and compression); however, only the sign-error difference
for the Int-calc students was statistically significant (fewer
sign errors on problem 63, the expansion). By contrast, for
the upper-level students, there was a very low 4% rate of
sign errors on problem 63 (compared to 26% on problem
5). We suspect that this low rate of sign errors may merely
be attributable to the popularity among the upper-level
students of the incorrect idea that “entropy always
increases,” regardless of the thermodynamic process or
whether the entropy of the system or the universe is being
considered [29]. For the isothermal expansion in problem
63, “entropy increases” happens to be the correct answer,
but it is incorrect for the compression in problem 5. It is
interesting that Bucy, Thompson, and Mountcastle reported
asking a small (N ¼ 7) group of upper-level students about
entropy changes in an isothermal expansion and found that
all were able to give the correct positive sign [36].
However, to our knowledge, there is no prior research
regarding student thinking about ΔS in a reversible
isothermal compression.
Summary of Sec. III D: We found several primary

problem-property dependences for introductory student
groups’ responses to problems involving entropy. For
example, in irreversible processes, students were much
more likely to struggle in recognizing that entropy would
increase in a heat-transfer setting (transfer of thermal
energy from hotter to colder objects) than they were for
processes involving expansion or mixing of gases.
Introductory students were frequently inclined to incor-
rectly assert a “conservation of entropy” argument (that is,
that entropy of the system or universe would not change)
even in settings that involved an entropy increase, while
upper-level students tended to do the opposite, that is, assert
that entropy would increase even in settings in which that

was not true (e.g., entropy of the system in a complete
cyclic process or in a reversible isothermal compression). It
appears that this latter finding is indicative of increasing
awareness of entropy increase (in the universe) as students
pursue their physics studies, an awareness that, however,
takes on a life of its own and tends to mislead many
students into thinking that entropy increases even in cases
in which it does not. The upper-level student response after
traditional instruction appears to represent an overcorrec-
tion of a difficulty identified in previous studies [28], that
is, the tendency for introductory students to resort inap-
propriately to “entropy conservation” lines of reasoning.
Our findings appear to represent the first solid evidence of
this overcorrection phenomenon, although it certainly was
alluded to by Loverude [73] and noted by Crossette
et al. [74].
We found it striking that in interviews both introductory

and upper-level students, with very few exceptions, essen-
tially ignored the critical distinction between entropy
changes of the universe and entropy changes of a system
contained within that universe, consistent with findings
reported in Ref. [28]. This fact in itself helps explain
the generally low correct-response rates on several of the
problems and may also be responsible for some of the
problem-property dependence that we observed. It is difficult
to confirm that latter conjecture since the interview subjects
so rarely addressed the system or universe distinction in any
manner at all.
On problems involving ΔS for a system undergoing

reversible isothermal expansion or compression, problem-
property dependence of responses was observed primarily
for upper-level students (Fig. 20), who performed better on
the reversible isothermal expansion for which ΔS > 0 than
on the compression for which ΔS < 0. However, we
suspect strongly that this higher correct-response rate is
not due to better reasoning but is instead a by-product of
upper-level students’ excessive inclination to adopt an
“entropy always increases” line of reasoning.

IV. SUMMARY AND CONCLUSIONS

A. Overview

A deep and detailed understanding of the problem-
property dependence of students’ responses to diverse
problems involving the same physics concept is an impor-
tant aspect of improving the teaching and learning process
in physics. To help students develop expertise, instructors
must guide students to apply basic concepts to a wide
variety of problems in diverse physical settings incorpo-
rating a multitude of surface features. Although physics
principles and concepts may be easy to state succinctly,
their practical application in realistic and varied problem
situations is invariably challenging for most students.
Unlike experts who have learned to discern deep features
of problems and developed expertise in applying the same
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concept across different settings and scenarios, students
must still travel a long road to reach that same point.
Practical application of important physics concepts in

diverse physical settings can be enormously challenging to
students at all levels. Awell-known example from mechan-
ics is Newton’s third law, that interacting objects exert
equal magnitude but oppositely directed forces on each
other. Research shows that a wide variety of surface
features in a problem may distract students from correctly
applying this law, e.g., the relative masses or velocities of
the objects, whether their acceleration or their velocity is
zero or nonzero, etc. For most of the thermodynamic
concepts and in most of the physical settings addressed
in this investigation, a physics expert would find that
invoking and applying appropriate knowledge to solve
the problems would be quite straightforward. For many
students at all levels investigated, however, this was not the
case. In particular, we find that a variety of surface features
in different settings can easily derail students’ reasoning
processes at both introductory and advanced levels, pri-
marily because students are still developing expertise and
have only a relatively limited grasp of the concepts
involved. To inform instruction and to help develop
effective curricular materials, it can be extremely helpful
to acquire an understanding of which settings are more or
less challenging and of how various problem properties
may affect student thinking. The type of analysis conducted
here is a substantial step toward that goal.
This study is, to our knowledge, the first systematic

examination of problem-property dependence of both
introductory and upper-level student responses to problems
involving thermodynamics concepts. This examination has
been made possible by the use of a validated survey
instrument in which the same concepts are explored in
various diverse settings across multiple problems. Of
course, previous investigations have investigated specific
issues related to problem properties, mostly in one or at
most two situations, including their apparent influence on
student difficulties. For the most part, however, these issues
of problem-property dependence have at most only been
addressed in an ad hoc manner, as they arise within the
particular cases under investigation. For example, in the
recent comprehensive review by Loverude of thermody-
namics education research [29], specific issues of problem-
property dependence are addressed only occasionally and
mostly in passing. In our study, issues of problem-property
dependence are addressed in a systematic manner for many
of the problem types and physical processes most fre-
quently employed in introductory undergraduate thermo-
dynamics instruction. Our findings thus provide a valuable
initial guide for instructors and curriculum developers, as
well as for future researchers to investigate these issues
further. However, we note that our findings are necessarily
limited by the range of problems that we were able to
incorporate in our survey; it will be up to future researchers to

further sort out, confirm, and apply the findings discussed
here in other settings for the same or similar concepts.

B. Findings on research questions

Regarding our RQ1, we find that the extent of problem-
property dependence of students’ responses to thermody-
namics problems is often highly varied, occurring to
different degrees for problems involving different variables
or different processes. In general, based upon our findings,
we state with confidence that the response patterns of
students at all levels on thermodynamics problems can vary
substantially from problem to problem depending on prob-
lem properties, even on problems whose solution pathways
may all appear extremely similar to the expert. We observed
in this investigation that slight differences in diagrams or
wording can be associated with large variations in student
responses, not all of which may be easily explainable
without, for example, further interviews or a broader range
of survey items. For some concepts, when error rates were
high and students’ responses were consistent across different
problems, this very consistency suggested the presence of
widespread common difficulties (e.g., the idea among upper-
level students that entropy always increases).
Regarding RQ2 overall, we find that for most concepts,

introductory students’ responses to thermodynamics prob-
lems depended more heavily on the problem properties
than the responses of upper-level students on the same
problems. We would attribute this latter finding to the
relatively higher level of expertise and a stronger grasp of
concepts that upper-level students would have after instruc-
tion in comparison to introductory students. Our findings are
consistent with the hypothesis that a better understanding of
key concepts should lead to less variation in correct-response
rates when problems are posed in diverse settings and
scenarios with varied tasks. However, we also note that
upper-level students often showed a clear problem-property
dependence in their problem responses, indicating that
increased content knowledge is not always adequate to
guard against reasoning errors cued by salient distracting
features. This suggests that a specific instructional focus on
improving reasoning skills may be required even for upper-
level physics students to fully addressmany of the difficulties
carried over from their introductory studies.
Regarding our RQ3, we present below a summary of our

specific findings, along with a discussion of some of their
implications. As a reminder, here is RQ3:
RQ3: In cases where problem-property dependence

exists, what specific problem properties can be identified
either as “distracting” or “potentially productive” for one or
more student groups and what is the nature of their
influence?

1. Students were much more successful in determining
the sign ofΔE (positive or negative) on a temperature-
increasing isochoric process than on a temperature-
decreasing isobaric process, evenwhen providedwith
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a PV diagram on which initial and final temperatures
for each process were explicitly shown. Some inter-
view evidence suggests that the horizontal line rep-
resenting the isobaric process distracted students into
engaging in unproductive analyses of work instead of
focusing on the relevant temperature variable.

2. When comparing magnitudes of ΔE for temper-
ature-increasing adiabatic and isochoric processes
shown on a PV diagram with identical initial and
final temperatures explicitly indicated, incorrect
responses that ΔE was greater for the adiabatic
process were twice as frequent among the introduc-
tory students compared to (also incorrect) responses
that ΔE was greater for the isochoric process.
Interview evidence suggests that the relative shapes
of the process arrows played a major role in
students’ thinking, distracting students into engag-
ing in unproductive analyses of work.

3. Students found it easier in heat-transfer settings, and
harder in free-expansion and mixing settings, to
apply the concept thatΔE ¼ 0 for an isolated system
undergoing a spontaneous and irreversible process.
This seems to be a consequence of the expansion and
mixing settings misleading students into thinking
that net work had been performed in those cases.

4. For a system undergoing a cyclic process, students’
correct responses that ΔE ¼ 0 as well as their
incorrect responses that Q ¼ 0 were unaffected
by whether the process was represented on a PV
diagram as clockwise or counterclockwise.

5. Explicitly indicating that an isothermal expansion
process was “reversible” seemed to somewhat in-
crease algebra-based students’ low success rate in
recognizing that ΔE ¼ 0 for that process. It is
conceivable that the term “reversible” somehow
cues an idea of “no change” in some students.

6. Students used work arguments that generally ne-
glected heat transfer to support incorrect responses
that internal energy would increase or decrease in an
isothermal expansion.

7. For an isothermal (constant energy) expansion
process, incorrect answers that internal energy “in-
creases”were much more common than “decreases.”
It may be that volume expansions preferentially cue
“increases” even in cases when “no change” is
correct.

8. Evidence from interviews and performance data on
multiple problems regarding ΔE that use PV dia-
grams suggests that flawed reasoning regarding
work—while ignoring heat transfer—is a common
route to arriving at incorrect answers regarding
internal energy.

9. Isochoric “vertical line” (zero-work) processes ap-
pear to act in some problem settings to reduce, and in
other settings to enhance, the degree of unproductive

distraction due to flawed reasoning regarding work.
Some students (such as the Int-alg group) appeared
to find the vertical-line representation helpful for
some tasks (e.g., evaluating internal energy change)
and harmful for others (e.g., evaluating work done
by the system).

10. The tendency for the term “adiabatic” to function as
a salient distractor by itself is exacerbated by the
confusion many students have regarding the actual
meaning of the term. For example, many of them
associate adiabatic with “no energy change.”

11. We confirmed previous reports that free expansions
are particularly challenging settings for applying the
work concept to spontaneous processes, while find-
ing that—in contrast—students are better able to
apply that concept to spontaneous processes in
which container volume does not change.

12. Isobaric “horizontal-line” processes are a diagram
feature that specifically seems to help algebra-based
students reason through some work-related prob-
lems, whereas those processes do not appear to play
that same helping role for calculus-based or upper-
level students, at least not to the same degree.

13. Introductory students were much more likely to give
a correct W > 0 response for an isothermal expan-
sion problem than they were for an adiabatic
expansion. This was primarily due to a higher
probability of W ¼ 0 responses on the adiabatic
process problem. This finding is consistent with the
hypothesis that the use of the term “adiabatic” can
be, in itself, a salient distracting feature.

14. We find that many students clearly recognize the
absence of heat transfer in an adiabatic process but
then tend to ignore (or misconstrue) the effects of
work in that process. However, when faced with
problems involving isobaric processes—represented
by horizontal lines on PV diagrams—students ap-
pear able to recognize the presence and effects of
work more easily than in other settings yet are more
prone to ignore the presence and effects of heat
transfer.

15. Introductory students were far more likely to give
the correct sign of heat transfer Q for an isothermal
expansion process than for a “reversible isothermal
compression.” This was due to the far greater
prevalence of Q ¼ 0 responses on the compression
problem. Both the presence of the word “reversible”
and/or the compression vs expansion difference
could be suspected of acting as salient distracting
features in this setting.

16. We confirmed previous reports that students fre-
quently assert Q ¼ 0 for processes with the same
initial and final state (that is, cyclic processes) and
Q1 ¼ Q2 for two different processes sharing iden-
tical initial and final states, However, our finding that
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the two-process problem cued the “path-indepen-
dent” response far more strongly for calculus-based
students than did cyclic process problems is new and
merits additional investigation.

17. Introductory students were much more likely to
recognize that net entropy increases in gas-expansion
or mixing processes than in heat-transfer processes. It
seems that most introductory students do not recog-
nize heat transfer as an inherently entropy-increasing
process. It is notable that precisely the opposite trend
in student responses appears to be the case for
problems that focus on changes in internal energy
rather than entropy; students had greater success
on the heat-transfer processes for problems involving
ΔE.

18. Upper-level students performed no better than—and
occasionally actually worse than—introductory stu-
dents on cyclic process problems asking whether
system entropy increases, decreases, or remains
constant. This suggests that significant confusion
persists in the upper-level courses regarding the
state-function property of entropy. These consistent
between-group differences suggest that instructors
should carefully contemplate the way that the state-
function property of entropy is taught in courses at
all levels.

19. Introductory students frequently asserted a “con-
servation of entropy” argument (that is, that entropy
of the system or universe would not change) even in
settings that involved an entropy increase, while
upper-level students tended to do the opposite, that
is, assert that entropy would increase even in settings
in which that was not true (e.g., entropy of the
system in a complete cyclic process or in a reversible
isothermal compression). The upper-level student
response after traditional instruction appears to
represent an overcorrection of a difficulty identified
in previous studies [28], that is, a tendency for
introductory students to resort inappropriately to
“entropy conservation” lines of reasoning. Both
introductory and upper-level students tended to
disregard or confuse the crucial issues of whether
the system entropy or the entropy of the universe is
under discussion, and whether the process is revers-
ible or irreversible. (We note that analogous obser-
vations have been reported or referenced previously
[68,73,74].)

20. On problems involving ΔS for a system undergoing
reversible isothermal expansion or compression,
upper-level students performed better on the revers-
ible isothermal expansion (for which ΔS > 0) than
on the compression (for which ΔS < 0). We suspect
strongly that this higher correct-response rate is not
due to better reasoning but is instead a by-product of

upper-level students’ excessive inclination to adopt
an “entropy always increases” line of reasoning.

21. We find that cyclic processes in a variety of settings
offer a special set of challenges to students’ under-
standing. Although students were generally success-
ful on cyclic process problems involving the concept
of internal energy (a state variable), that success did
not necessarily extend to cyclic process problems
involving heat, work, or the state variable entropy.
For example, our findings—consistent across di-
verse settings, as well as with some prior research on
student difficulties—confirm that many students are
firmly attached to the idea that net work done and net
heat transferred must be zero in processes that begin
and end in the same state. And yet, those same
processes frequently resulted in incorrect ΔS ≠ 0
responses when asking about net entropy change.
These processes were also often found to be difficult
to interpret using PV diagrams, particularly when
work calculations were involved.

22. It was extremely common for interview subjects to
invoke and apply one or another technical term in a
haphazard manner depending upon the problem
setting when trying to explain their thinking on a
specific problem related to a broader concept.
Although it was often difficult to identify patterns
in the students’ use of terminology, it seemed clear
that relatively minor problem properties often had a
disproportionate influence on students’ verbal ex-
planations. This illustrates the pitfalls that poorly
understood terminology can create in students’
thermodynamic thinking and may often be ascribed
to vague, imprecise, or overly succinct definitions
provided in introductory courses.

Our observational evidence is too limited inmost cases for
us to propose precise cognitivemechanisms for the operation
of the various problem properties identified above. Our
findings are consistent with dual-process theories of reason-
ing in that many specific problem features appear to cue
students along certain lines of “intuitive” thinking based on
immediate impressions rather than deep deliberation. In
cases when performance data and interview evidence allow
us, we have noted these features; the term “adiabatic,” and
processes with common initial and final states are examples
in this category. However, it seems equally clear from the
interviews that certain other problem features—principally
process arrows on PV diagrams—do not necessarily cue
rapid, intuitive thinking, whether productive or unproduc-
tive. Instead, and to the contrary, those features tend to lead
students along a lengthy path of unproductive attempts to
analyze work and then to incorporate those analyses into
first-law considerations. Extensive additional investigation
would be necessary to categorize appropriately the various
problem properties noted above.
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C. Implications for instruction

Although many implications for instruction could be
drawn from the list of findings above, we want to
emphasize three of the more obvious ones:

1. In a broad array of problems involving PV diagrams,
the precise shapes of the process arrows often trig-
gered inappropriate and unproductive lines of reason-
ing regarding work, distracting students from the
features of the problems most relevant to finding a
solution. Instructors should be cognizant of this
potential distraction and consider addressing it by
having students explore problems employing avariety
of PV diagrams and guiding students to focus on the
most relevant features while consciously avoiding
dead-end pathways specifically involving work.

2. Instructors should be aware that certain terms may
simply by their very presence trigger students into
unanticipated and potentially unproductive lines of
thinking. These terms include, among others, “adia-
batic” and “reversible.” When those terms are not
directly relevant to a problem, instructors and
curriculum developers should exercise caution when
including them in problem descriptions. By contrast,
terms such as “expansion” might in some problem
settings cue productive lines of reasoning, and as
such may sometimes be useful in helping students
learn to apply the concepts they have studied.

3. In thermodynamics, students are particularly prone to
focus undue attention on the “most salient” variable
(such as heat in an adiabatic process or work in an
isobaric process) while ignoring other variables that
are essential to solving the problem. Instructors might
address this tendency by explicitly requiring students
to consider the potential relevance ofmultiple thermo-
dynamic variables in each problem.

D. Conclusion

A lack of opportunity to develop a robust knowledge
structure can prevent students at all levels—even upper-
level students—from successfully and consistently solving
conceptual thermodynamics problems in diverse settings.
Students’ responses on the survey problems discussed here
show a strong problem-property dependence for some
concepts and consistently poor performance across prob-
lems for other concepts, suggesting inadequate mastery of
some basic thermodynamic concepts taught in introductory
courses. One major goal of both introductory and upper-
level thermodynamics instruction should be to help stu-
dents construct robust schemas, explicitly connecting key
concepts to each other and to the varied ways they are
manifested in different thermodynamic processes and
settings. This type of well-organized knowledge structure

can assist students in correctly invoking and applying
different thermodynamic concepts learned in a variety of
problem settings, including different types of processes and
different patterns of variation of thermodynamic variables,
in diverse physical scenarios represented with various types
of diagrams. It is important for instructors at both intro-
ductory and advanced levels to assess their students’
conceptual knowledge and build on it appropriately, to
help students organize, extend, and repair their knowledge
structure so that surface features and contextual cues of the
problems (such as those discussed above) do not derail their
problem solving. This requires, however, both knowledge
of and attention to the specific problem features (including
diagrammatic characteristics and details of wording) that
can influence students’ thinking. The significance of this
study for instructors and researchers is that it documents in
detail how different specific features in particular thermo-
dynamics problems can cue very different responses from
students at all levels, even when the underlying concepts
are similar or identical. This is a particular issue for
thermodynamics since it involves a wide variety of systems,
processes, and variables.
In conclusion, the development of a robust knowledge

structure is necessary to enable students to invoke and apply
their thermodynamics knowledge appropriately in diverse
settings. Knowledge of how students think about specific
thermodynamic variables and processes, how consistently
they do so after instruction at each level, and the specific
problem features that can influence students’ thinking can all
bevaluable in developing effective curricula and assessments
for this topic. Effective assessment relies upon a realistic
understanding of how—and how well—responses on spe-
cific assessment items reflect students’ conceptual under-
standing; effective instruction depends on addressing the
issues identified by the assessments. Research-based and
research-validated assessments, curricula, and pedagogical
approaches are therefore needed to help students more
efficiently develop a functional understanding of basic
concepts. Such materials should be sensitive to students’
confusion arising from specific problem features and explic-
itly address that confusion, to enable students to recognize
similarities between different problems probing the same
concept across different settings and scenarios. The ultimate
goal is for students to be able to invoke and apply their
knowledge appropriately across diverse settings in a con-
sistent and reliable manner.
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SUPPLEMENTAL MATERIAL:  
SAMPLE SIZES, P-VALUES, AND COHEN’S h VALUES FOR PERFORMANCE COMPARISONS 

 
The following table shows the sample size of each of the three groups used in the statistical analysis of the questions 
discussed in the text.  
 
Table II. The sample size for selected items on the STPFaSL-Long. For the survey items discussed in this paper, the 
total number of student responses is shown (N) for each group of students.  

Item # N Level Item # N Level Item # N Level Item # N Level 
2 87 Upper 17 88 Upper 42 89 Upper 60 89 Upper 
 416 Int-calc  419 Int-calc  490 Int-calc  323 Int-calc 
 331 Int-alg  332 Int-alg  550 Int-alg  377 Int-alg 

3 88 Upper 21 89 Upper 43 89 Upper 61 89 Upper 
 414 Int-calc  419 Int-calc  491 Int-calc  323 Int-calc 
 331 Int-alg  331 Int-alg  549 Int-alg  379 Int-alg 

4 88 Upper 22 88 Upper 44 89 Upper 62 89 Upper 
 416 Int-calc  417 Int-calc  490 Int-calc  323 Int-calc 
 331 Int-alg  332 Int-alg  549 Int-alg  380 Int-alg 

5 89 Upper 23 89 Upper 45 88 Upper 63 89 Upper 
 415 Int-calc  419 Int-calc  487 Int-calc  324 Int-calc 
 332 Int-alg  331 Int-alg  549 Int-alg  380 Int-alg 

6 88 Upper 24 89 Upper 47 88 Upper 65 89 Upper 
 415 Int-calc  416 Int-calc  490 Int-calc  321 Int-calc 
 331 Int-alg  332 Int-alg  548 Int-alg  379 Int-alg 

7 89 Upper 25 89 Upper 49 87 Upper 67 88 Upper 
 418 Int-calc  418 Int-calc  324 Int-calc  324 Int-calc 
 332 Int-alg  331 Int-alg  380 Int-alg  380 Int-alg 

8 88 Upper 26 87 Upper 50 89 Upper 69 88 Upper 
 417 Int-calc  419 Int-calc  324 Int-calc  323 Int-calc 
 332 Int-alg  332 Int-alg  380 Int-alg  380 Int-alg 

9 86 Upper 30 89 Upper 53 88 Upper 71 86 Upper 
 415 Int-calc  490 Int-calc  324 Int-calc  324 Int-calc 
 332 Int-alg  550 Int-alg  380 Int-alg  379 Int-alg 

10 89 Upper 32 89 Upper 57 89 Upper 72 86 Upper 
 418 Int-calc  489 Int-calc  323 Int-calc  324 Int-calc 
 332 Int-alg  550 Int-alg  380 Int-alg  378 Int-alg 

12 89 Upper 33 89 Upper 58 89 Upper 75 85 Upper 
 418 Int-calc  492 Int-calc  324 Int-calc  321 Int-calc 
 332 Int-alg  550 Int-alg  380 Int-alg  379 Int-alg 

13 89 Upper 34 89 Upper 59 89 Upper     418 Int-calc  491 Int-calc  320 Int-calc    
  332 Int-alg   549 Int-alg   380 Int-alg       

 
The following tables show statistical comparisons for survey items on the STPFaSL-Long, specifically, the effect 

size and the p-value for differences in response rates on problem pairs. Each table shows comparisons for a figure in 
the main text. Comparisons are made between different items for the same group of students and for different groups 
of students on the same item. The three groups are upper-level physics students (U), calculus-based introductory 
physics students (C), and algebra-based introductory physics students (A). The number that appears after the group 
letter is the survey item number. For each comparison, the effect size in terms of Cohen’s h is given along with the 
significance level of the p-value from a binomial proportions z-test (equivalent to a 2×2 Chi-square test). A z-test 
resulting in p < 0.001 is indicated by ***, while 0.001 ≤ p < 0.01 is indicated by ** and 0.01 ≤ p < 0.05 is indicated 
by *. 



  
 

 
Table III: Comparisons for STPFaSL-Long items in Figure 5. 

  
U 
33 

U 
34 

U 
69 

C 
33 

C 
34 

C 
69 

A 
33 

A 
34 

A 
69 

U 33 …         
          

U 34 0.32 …        
 *         

U 69 0.52 0.20 …       
 ***         

C 33 0.19   …      
          

C 34  0.23  0.37 …     
  *  ***      

C 69   0.57 0.90 0.53 …    
   *** *** ***     

A 33 0.05   0.14   …   
    *      

A 34  0.30   0.06  0.57 …  
  **     ***   

A 69   0.73   0.16 1.20 0.63 … 
      ***     * *** ***   

 
 
 
 
 
 
 

Table IV: Comparisons for STPFaSL-Long items in Figure 6. 
  U13 U50 U23 U72 C13 C50 C23 C72 A13 A50 A23 A72 

U13 …                         
U50 0.21 …                        
U23 0.54 0.33 …          

 *** *           
U72 0.50 0.30 0.04 …         

 ** *           
C13 0.40    …        

 **            
C50  0.50   0.31 …       

  ***   ***        
C23   0.42  0.56 0.25 …      

   ***  *** ***       
C72    0.39 0.50 0.19 0.07 …     

    ** *** *       
A13 0.38    0.02    …    

 **            
A50  0.33    0.17   0.16 …   

  *    *   *    
A23   0.40    0.03  0.56 0.40 …  

   **      *** ***   
A72    0.33    0.06 0.45 0.30 0.10 … 

        **         *** ***     
 
 

 



  
 

Table V: Comparisons for STPFaSL-Long items in Figure 7. 
  U6 U25 U47 C6 C25 C47 A6 A25 A47 

U6 …           
             

U25 0.16 …         
             

U47 0.13 0.03 …       
             

C6 0.24   …        
 *            

C25  0.27  0.19 …      
  *  **        

C47   0.31 0.21 0.02 …    
   * **        

A6 0.25   0.01   …     
             

A25  0.34   0.07  0.25 …   
  **     **     

A47   0.30   0.01 0.18 0.07 … 
      *       **     

 
 



  
 

 
Table VI: Comparisons for STPFaSL-Long items in Figure 8. 

  U61 U65 U33 U44 U34 U45 U2 C61 C65 C33 C44 C34 C45 C2 A61 A65 A33 A44 A34 A45 A2 
U61 …                                           
U65 0.10 …                                          
U33 0.44 0.34 …                   

 ** *                    
U44 0.57 0.47 0.13 …                  

 *** **                    
U34 0.12 0.02 0.32 0.45 …                 

   * **                  
U45 0.02 0.08 0.42 0.55 0.10 …                

   ** ***                  
U2 0.20 0.30 0.64 1.39 0.32 0.22 …               

  * *** *** *                 
C61 0.32       …              

 **                     
C65  0.41      0.01 …             

  ***                    
C33   0.19     0.57 0.57 …            

        *** ***             
C44    0.45    0.43 0.43 0.14 …           

    ***    *** *** *            
C34     0.23   0.20 0.20 0.37 0.23 …          

     *   ** * *** ***           
C45      0.45  0.11 0.12 0.68 0.54 0.32 …         

      ***    *** *** ***          
C2       0.50 0.39 0.39 0.96 0.82 0.59 0.27 …        

       *** *** *** *** *** *** ***         
A61 0.74       0.42       …       

 ***       ***              
A65  0.59       0.18      0.24 …      

  ***       *      **       
A33   0.05       0.14     1.13 0.89 …     

          *     *** ***      
A44    0.45       0.01    0.86 0.62 0.27 …    

    ***           *** *** ***     
A34     0.30       0.06   0.56 0.32 0.57 0.30 …   

     **          *** *** *** ***    
A45      0.56       0.11  0.19 0.05 0.93 0.66 0.36 …  

      ***       *  **  *** *** ***   
A2       0.62       0.11 0.09 0.33 1.21 0.94 0.64 0.28 … 
              ***                 *** *** *** *** ***   

 



  
 

 
Table VII: Comparisons for STPFaSL-Long items in Figure 10. 
  U22 U49 U71 C22 C49 C71 A22 A49 A71 
U22 …                   
U49 0.63 …        

 ***         
U71 0.18 0.45 …       

  **        
C22 0.51   …      

 ***         
C49  0.43  0.71 …     

  **  ***      
C71   0.08 0.61 0.10 …    

    ***      
A22 0.47   0.04   …   

 ***         
A49  0.36   0.06  0.74 …  

  **     ***   
A71   0.01   0.07 0.64 0.10 … 
              ***     
 



  
 

Table VIII: Comparisons for STPFaSL-Long items in Figure 11. 
  U7 U10 U42 U43 U57 U58 U59 C7 C10 C42 C43 C57 C58 C59 A7 A10 A42 A43 A57 A58 A59 

U7 …                                           
U10 0.84 …                    

 ***                     
U42 0.74 0.10 …                   

 ***                     
U43 0.71 0.13 0.03 …                  

 ***                     
U57 0.88 0.03 0.13 0.16 …                 

 ***                     
U58 0.81 0.03 0.06 0.09 0.07 …                

 ***                     
U59 0.57 0.27 0.17 0.14 0.30 0.24 …               

 ***    *                 
C7 0.09       …                                    
C10  0.40      0.53 …             

  **      ***              
C42   0.26     0.57 0.04 …            

   *     ***              
C43    0.23    0.58 0.05 0.01 …           

*** 
C57 0.60 0.37 0.16 0.20 0.21 … 

*** *** * ** ** 
C58      0.59  0.30 0.23 0.27 0.27 0.07 …         

      ***  *** ** *** ***           
C59       0.50 0.16 0.36 0.41 0.41 0.20 0.14 …        

       *** * *** *** *** **          
A7 0.70       0.62       …       

 ***       ***              
A10  0.70       0.30      0.84 …      

  ***       ***      ***       
A42   0.84       0.58     0.61 0.24 …     

   ***       ***     *** ***      
A43    0.53       0.31    0.89 0.04 0.28 …    

    ***       ***    ***  ***     
A57     0.85       0.26   0.73 0.11 0.12 0.16 …   

     ***       **   ***   *    
A58      0.94       0.35  0.57 0.27 0.03 0.31 0.16 …  

      ***       ***  *** ***  *** *   
A59       0.82       0.32 0.46 0.38 0.15 0.43 0.27 0.11 … 

              ***             *** *** *** * *** ***     
 

 



  
 

Table IX: Comparisons for STPFaSL-Long items in Figure 14. 
  U3 U62 C3 C62 A3 A62 

U3 …       
         

U62 0.14 …     
         

C3 0.45  …     
 ***        

C62  0.36 0.23 …   
  ** **     

A3 0.70  0.25  …   
 ***  ***      

A62  0.57  0.21 0.27 … 
    ***   ** ***   

 
 
 

Table X: Comparisons for STPFaSL-Long items in Figure 15. 
  U4 U32 U60 C4 C32 C60 A4 A32 A60 

U4 …                   
U32 0.38 …        

 *         
U60 0.16 0.23 …                 
C4 0.79   …      

 ***         
C32 0.67 0.51 … 

*** *** 
C60 0.67 0.28 0.23 … 

   *** *** **     
A4 1.00   0.21   …   

 ***   **      
A32  0.75   0.08  0.63 …  

  ***     ***   
A60   0.66   0.01 0.50 0.13 … 

      ***       ***     
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 



  
 

Table XI: Comparisons for STPFaSL-Long items in Figure 16. 
  U9 U12 U26 U30 C9 C12 C26 C30 A9 A12 A26 A30 

U9 …            
             

U12 0.20 …           
             

U26 0.19 0.01 …          
             

U30 0.30 0.50 0.50 …         
  ** **          

C9 0.27    …        
 *            

C12  0.48   0.41 …       
  ***   ***        

C26   0.10  0.03 0.39 …      
      ***       

C30    0.44 0.13 0.55 0.16 …     
    ***  *** *      

A9 0.85    0.59    …    
 ***    ***        

A12  0.71    0.23   0.06 …   
  ***    **       

A26   0.50    0.40  0.16 0.22 …  
   ***    ***  * **   

A30    0.68    0.25 0.47 0.53 0.31 … 
        ***       *** *** *** ***   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



  
 

Table XII: Comparisons for STPFaSL-Long items in Figure 18. 
  U17 U53 U21 U75 U67 C17 C53 C21 C75 C67 A17 A53 A21 A75 A67 

U17 …                               
U53 0.15 …                              
U21 0.21 0.07 …                             
U75 0.16 0.02 0.05 …                            
U67 0.12 0.03 0.10 0.05 …                           
C17 1.18     …          

 ***               
C53  1.32    0.01 …         

  ***              
C21   0.87   0.52 0.51 …        

   ***   *** ***         
C75    1.07  0.27 0.26 0.25 …       

    ***  *** *** **        
C67     0.92 0.37 0.36 0.15 0.10 …      

     *** *** ***         
A17 1.24     0.06     …     

 ***               
A53  1.38     0.06    0.01 …    

  ***              
A21   0.82     0.05   0.64 0.63 …   

   ***        *** ***    
A75    0.90     0.17  0.50 0.50 0.13 …  

    ***     *  *** ***    
A67     0.79     0.14 0.57 0.56 0.07 0.07 … 

          ***           *** ***       
 
 

 
Table XIII: Comparisons for STPFaSL-Long items in Figure 19. 

  U8 U24 C8 C24 A8 A24 
U8 …             

U24 0.17 …            
C8 0.10  …           

C24  0.11 0.18 …   
   **    

A8 0.32  0.23  …  
 **  **    

A24  0.20  0.09 0.05 … 
              

 
 
 
 
 
 
 
 
 
 
 
 
 



  
 

Table XIV: Comparisons for STPFaSL-Long items in Figure 20. 
  U5 U63 C5 C63 A5 A63 

U5 …             
U63 0.38 …     

 *      
C5 0.12  …           

C63  0.45 0.06 …   
  ***     

A5 0.13  0.25  …  
   ***    

A63  0.14  0.30 0.11 … 
        ***     

 
 
 
 
 
 
 


	Investigating the impact of problem properties on introductory and advanced student responses to introductory thermodynamics conceptual problems
	I. INTRODUCTION AND GOALS
	A. Overview
	B. Impact of diverse problem properties on student performance in thermodynamics
	C. Research questions

	II. ANALYTIC FRAMEWORK AND METHODOLOGY
	A. Analytic framework
	B. STPFaSL-Long instrument and data collection
	C. Statistical measures

	III. RESULTS AND DISCUSSION
	A. Problem-property dependence of student responses for concepts related to &Delta;E
	1. Internal energy E is proportional to temperature T for an ideal monatomic gas
	2. &Delta;E=0 for an isolated system undergoing a spontaneous and irreversible process
	3. E is a state variable (also implying &Delta;E=0 for a system undergoing a cyclic process)
	4. &Delta;E=0 for an isothermal expansion
	5. The sign of &Delta;E for an ideal gas undergoing isochoric, isobaric, and adiabatic processes is determined by whether pressure and/or volume are increasing

	B. Problem-property dependence of student responses on problems related to work
	1. W=0 when there is no net system expansion against a movable boundary wall
	2. W may be interpreted as the (signed) area under the curve in a PV diagram
	3. W is positive for an expansion, whether isothermal or adiabatic

	C. Problem-property dependence of student responses to heat transfer problems
	1. In a reversible isothermal process, Q&ne;0 and the sign of Q is determined by whether volume is increasing or decreasing
	2. Q is a path-dependent variable

	D. Problem-property dependence of student responses to entropy problems
	1. Entropy of the universe increases in a spontaneous and irreversible process
	2. &Delta;S=0 for a system undergoing a cyclic process
	3. The sign of &Delta;S for a system undergoing a reversible isothermal process is determined by whether the volume is increasing or decreasing


	IV. SUMMARY AND CONCLUSIONS
	A. Overview
	B. Findings on research questions
	C. Implications for instruction
	D. Conclusion

	ACKNOWLEDGMENTS
	References


